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Dedication

Proceeds from the sale of this book will be donated to public health
projects undertaken by Oxfam.

The editors hope that this small text will help any reader to leave the
health of the public in a better state than you found it.

From CSG, to the memory of my brother James, who needed better
health care:

They also serve, who only stand and wait."

From IAL, to GHCL and IJUL, both of whose gestations overlapped with
that of this book.

Reference

1 Milton, J. (1999). When | consider how my light is spent. In: Ricks, C, ed., Oxford Book of English
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Foreword to the
third edition

When tackling day-to-day problems in public health it is easy to forget its
spectacular successes. It is also easy to forget that many of the important
advances we now take for granted were not immediately accepted or put
into practice, even if the preventive strategy was surprisingly simple and
highly effective.

A well-known example is Semmelweiss’ demonstration that hand-wash-
ing with chlorinated lime solution prevented ‘childbed fever’. He instigated
the practice in an obstetric clinic in Vienna in May 1847 and showed that
the monthly maternal mortality rate in the clinic fell from 10-20% in the
preceding year to 1-2% in the following year. His findings were dismissed
by the medical establishment, a major reason being that there was no
known mechanism to explain his findings. Increasingly disheartened by his
failure to change practice, Semmelweiss was admitted to an asylum with
severe depression in 1861 and died there in 1865. Only years after his
death was the importance of hand-washing to prevent the transmission of
infections within hospitals widely accepted.

The resurgence of severe hospital-transmitted infections in the last few
decades was in part due to a failure to adhere to what Semmelweiss had
demonstrated so convincingly more than a century before. However,
modern surveillence systems soon identified the emerging epidemic and
re-emphasis on hand-washing with anti-bacterial agents in hospitals has
much reduced the problem.

Nowadays we take the harmful effects of smoking for granted and anti-
smoking campaigns are a core public heath activity. Strong evidence linking
smoking to lung cancer and then to vascular and respiratory diseases was
first published in the early 1950s. But these findings were also dismissed
by the medical establishment, most of whom smoked. It took until about
1970 for there to be widespread acceptance that smoking was a major
cause of ill-heath, and only then did concerted actions start in earnest
against the use, sale, and advertising of tobacco.

In the 21st century smoking is still a major cause of premature death.
In most high-income countries the prevalence of smoking is declining, and
smoking-related mortality has also begun to decline. However, in the more
populous low-income and middle-income countries smoking rates are ris-
ing, and smoking-related mortality is becoming increasingly common.

Despite all that has been achieved there is still a need to convince the
medical profession and the general public of the effectiveness of popula-
tion-based approaches to disease prevention. In Semmelweiss’ time dis-
ease causation was often believed to be the result of imbalances in the
‘four humors’ within the body. Medical texts at the time emphasized that
each case of disease was unique, the result of a personal imbalance, and
that the main role of the medical profession was to establish precisely
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each patient’s unique situation, case by case. Curiously, the current fash-

ion for ‘personalized medicine’ has elements of this type of philosophy.

Public health practitioners thus need to remind the public of how much

better their day-to-day lives are as a result of population-based preventive

measures, and that much can still be achieved from such interventions.

This handbook will stimulate beginners and experts in public health to
improve their practice.

Valerie Beral, DBE, AC, FRS

Professor of Epidemiology

University of Oxford, UK

2012
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Foreword to the
second edition

At some point in their lives, readers of this handbook have no doubt
confronted the same dilemmas that | faced when | chose to retire from
clinical practice to embark on a career in public health. At the time | made
my choice, my senior colleagues alerted me to the strict hierarchy that
exists across the diverse branches of the health sciences. They cautioned
that the prestige of any given specialty within the house of medicine is
inversely proportional to the size of the object it addresses. Hence, if
your chosen field of specialty happens to deal with microscopic objects
like chromosomes and genes, you can be assured of high prestige, as well
as unlimited access to funding. If, on the other hand, your chosen field
happens to deal with the opposite end of the spectrum from genes—that
is, the health of entire populations—then you had better resign yourself
to a life of chronic under-funding, low prestige, and being ignored by the
rest of the world. Treating individual patients (as in clinical practice) lies
somewhere between these two extremes. Clinical practice may not be as
‘sexy’ as genetics, but at least you can be assured of a steady income, as
well as the satisfaction of seeing the fruits of your labour on a daily basis.
By contrast, the translation of public health knowledge into practice often
seems excruciatingly slow, and the results of our interventions are seldom
directly observable at the individual level.

As this handbook illustrates, the public health approach has at its disposal
a powerful set of practices that can transform the health of populations.
Indeed, public health can lay claim to a number of significant victories that
have improved the lives of millions. Thomas McKeown considered that
the major improvements in mortality from infectious diseases during the
last century occurred not through medical advances, but through public
health measures, specifically improvements in sanitation and nutrition. The
earliest convincing evidence of cigarette smoking as a cause of cancer was
published by Ernest Wynder in 1953—the same year as the discovery
of the genetic code. Armed with this knowledge (as well as subsequent
epidemiological evidence), public health practitioners have helped millions
of smokers to quit their habit, as well as prevented millions more from
initiating, with the result that countless lives have been saved. It represents
a victory on a scale that few in the molecular field could lay claim to—at
least so far ...

There are dozens of textbooks dealing with advanced epidemiological
methods but precious few that focus on the skills needed to practice the
art of public health. This handbook provides a valuable antidote to that
imbalance.

Ichiro Kawachi
2006



Foreword to the
first edition

Originality, practical focus and comprehensive coverage are not qualities
normally found together in textbooks in the field of medicine and health
care. In public health, the field, at least in Britain, is even thinner.

The editors have pulled off a remarkable feat—meeting these challenges
and drawing together a team of diverse talents to do the thinking and writ-
ing. From values to decision-making, from organizations to people, from
strategy to team-working, the whole of public health practice is conceptu-
alized in a fresh imaginative way.

Readers will see, described in this book, the skills they use day-to-day,
but will seldom recognize themselves, they will identify needs and knowl-
edge gaps that they had not previously acknowledged, and they will find
inspiration in the examples of good practice ...

In the Oxford Handbook of Public Health Practice ..., you will have found
a true soul mate.

Liam Donaldson
Chief Medical Officer
Department of Health
2001
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Introduction

Since the first edition of this book was published in 2001, international
security, health protection, sustainable development, and human rights
have all grown as challenges on the global health agenda. Public health
practice responds to changing priorities, and to the problems that can-
not be predicted. The Oxford Handbook of Public Health Practice outlines
the methods that will help you to get started, whatever your assignment
might be.

Public health problems are challenges to the ‘science and art of prevent-
ing disease, prolonging life and promoting health through the organized
efforts of society.”! Basic to the practice of public health are understand-
ings of:

o collective responsibility, with a major role for the state in protecting
and promoting the public’s health

preventive activity

the determinants of health and disease, along a spectrum from socio-
economic determinants to the more immediate concerns of the quality
of health care

multi-disciplinary approaches, with partnerships of many kinds,
including the populations served.

The third edition of the Handbook updates a text that should continue
to provide an introduction to working methods across this very broad
field. Wherever possible, evidence for our approach is cited. Yet there
are many activities in public health where the evidence for practice is still
lacking. We have encouraged contributors to identify, wherever possible,
what is best practice, while the careful reader will find that much still relies
on the recommendations of experts. It will be clear that many opportuni-
ties for development of evidence in the field of public health remain.

The acknowledgements page lists former co-editors of this Handbook,
David Pencheon, David Melzer, and Sir Muir Gray, who have each made
helpful suggestions to this third edition. The current editorial group salutes
the earlier work for the first and second editions. Our belief that the early
development of the Handbook was sound is shown by the essential conti-
nuity of structure maintained for this third edition.

Although initially conceived for readers in developed countries, we were
delighted that the World Health Organization included this Handbook in
its Blue Trunk Library, a collection of essential texts distributed to parts
of the globe in greatest need. For example, 100 Blue Trunks have been
distributed in Afghanistan: we would be very pleased to learn from readers
there how to improve the book for their use in future.

The basic roles for public health practice, as described in the Future
of Public Health? of assessment, policy development and assurance,
continue. These roles are elaborated in different ways around the world
to develop competencies for the local needs of public health practice.



INTRODUCTION

We have reviewed many lists of competencies, and have adapted them in
re-developing the table of contents for this edition.

Most topics have witnessed change since the second edition, reflected
in the revision of chapters, and re-design of many areas for the book.
While the intent of the book has not changed, there are new topics, and
new emphases. These include sustainable development (broadly speaking,
including climate change), information technology, translating evidence to
policy, programme planning, control of expenditure, and the public health
workforce. Some chapters explicitly address emerging issues, but this
Handbook does not aim primarily to provide comprehensive factual infor-
mation on new public health problems. We should emphasize that the
focus of the book is method, rather than factual content.

Most readers of this book will already have a basic understanding of epi-
demiology and statistics. We trust that the many applied topics included
will complement your understanding of, and capacity to make use of, these
disciplines. The contents of the book are now briefly outlined.

Part 1 presents various assessment techniques to help formulate a
public health problem. Particularly at the outset, this will often require
perspectives from ethics and economics, as well as from health. Part 2
outlines the principles and practice of using data and evidence, to arrive
at intelligence and information. Information should be the basis of action,
with a wide range of examples in Part 3. Some of the Direct Action
described is urgent; all of it is important activity for public health practitio-
ners to understand. All public health practitioners are influenced by, and
influence, health policy. How this happens, considering formulation and
implementation of policy for public health, is the point of Part 4. Part 5
presents topics at the interface of public health practice and clinical care.
Depending on the system you are working in, improvement in the quality
and safety of healthcare may form a major part of your responsibilities,
while the principles outlined here are generally transferable to a wide
range of services that influence public health. We return to some basic
personal and organizational issues for Parts 6 and 7. The methods and
skills outlined here are essential to build on the assessments and policy
elaborated earlier, for public health improvement throughout the health
system, and sometimes in other sectors.

We invite your suggestions, on the Reader’s comments card, to refine
what public health practice can deliver in your country or community
though future editions of this Handbook.

One generous review described this Handbook’s first edition as the
‘public health book of the year, if not the decade.”® Ten years later, that
can only remain true if readers are also active as our critics. Your con-
structive engagement in future revisions of this text should add to practice
that not only improves health, but also spreads hope and understanding,
around the world.
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PART 1 Assessment

1.1 Scoping public health
problems

Gabriele Bammer

Objectives

This chapter aims to help you figure out what you can most effectively
do, within the constraints of the resources you have, to address the public
health problem you are concerned with.

What does scoping mean?

Scoping is the process of identifying all the aspects of the problem that are
important before setting priorities for the approach that we will take to
it. This allows us to use available resources most effectively. Aims include
making the needs of the problem central (rather than our own expertise),
ensuring that contentious issues are recognized and addressed, and focus-
ing beyond individual behaviours to political, social, environmental, busi-
ness, and other influences.

Scoping is the preparatory stage of a project where we systematically
think about what we can best do with the time, money, and people we
have at our disposal in order to use those resources most effectively.
It involves considering:

o What is most important for addressing the problem?

o What needs to be done to get there?

® Who needs to be on-side?

o What are the likely blocks and how can they be overcome?

Why is scoping an important public
health skill?

Scoping is particularly important as it helps us:

o broaden our view of the problem beyond what we know and
understand, recognizing and respecting different points of view

o decide if we want to challenge the way in which the problem is
generally dealt with, by paying more attention to something society
sees as marginal or has excluded

o consider issues of legitimacy

e set boundaries.
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A central aspect of scoping is to start by broadening the view of the prob-
lem, to move us beyond our own outlook and to help us see the problem
through the eyes of others. The aim is to appreciate what various disci-
plines and stakeholders can contribute. The approach taken is then not
limited to what we know. In this way, the problem becomes central, rather
than our own expertise.

This process involves recognizing and respecting different points of
view, giving us a rich understanding of the problem and an array of possi-
ble responses. Interestingly, in controversial areas, paying attention to the
range of arguments also often smooths the path to compromise. Views
may soften once people feel they have been respectfully heard. In addi-
tion, if people know that all reasonable alternatives have been considered,
they will usually be more satisfied with the choice that is made. Therefore,
starting off with a broad approach can help get people on-side for the
action that is eventually decided upon (see Box 1.1.1).

Box 1.1.1 Feasibility of a heroin trial

In the 1990s, | led a major study investigating the feasibility of trialling
diamorphine (pharmaceutical heroin) prescription as a treatment for
heroin dependence.! We took opposition to the trial proposal very
seriously, investigating—and finding ways to respond to—concerns
raised by police, ex-users, the general community, and others. To our
surprise, that process turned many opponents into supporters.

In addition, by considering a range of perspectives, scoping helps us
decide whether a fresh approach is needed to the problem, perhaps even
one that challenges conventional thinking. Are there aspects of the prob-
lem that are currently not taken into account or that are on the periphery,
which should be more central?

When the status quo is challenged or controversial issues tackled,
issues of legitimacy often come into play. Who is funding the project?
Which organizations, researchers, and stakeholders are involved? These
are important in helping determine whether the project is attempting to
be even-handed or is pushing a particular point of view.

The end product of scoping is to consciously set effective boundaries
around how we will address the problem. Scoping helps us get to the nub
of an issue, rather than tinkering at the margins or reinventing the wheel.
There is always a limit to what any project can attempt, but we often do
not realize the extent to which we have control over what we undertake.
We can decide what is central, what is marginalized and what can be
ignored in our project.

This is particularly important when resources are very limited. It helps
us plan ahead, so that we can finish the project, rather than running out of
money or time halfway through. Scoping may also be able to identify a way
to proceed that is most likely to lead to more resources later.

3
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Eight questions useful for scoping

o What is already known about the problem?

o What can different stakeholders and academic disciplines contribute to
addressing this problem?

o Which areas are contentious?

e What are the big-picture issues? In other words, what are the political,
social, and cultural aspects of the problem?

and

o Why is this problem on the agenda now?

o What support and resources are likely to be available for tackling the
problem?

o Which parts of the problem are already well covered and where are
the areas of greatest need?

o Where can the most strategic interventions be made?

The first four questions help identify the dimensions of the problem, while
the last four help set priorities.

Addressing the scoping questions

Finding out what is already known about the problem

A key issue here is to systematically review the literature about previous
research on the problem. [l Chapter 2.7 provides guides for how to do
this. Other sources of existing information may also be relevant, such as
government white papers, non-government organization position papers,
and business group statements.

Working with stakeholders and disciplines

In terms of figuring out how existing knowledge might best be built on,
liaison with a range of stakeholders and academic disciplines is critical. Key
steps include:

o identifying which stakeholders and disciplines are relevant

o finding appropriate representatives

o getting their input

o rewarding them.

It is useful to cast the net widely to identify relevant players. As well as
using the review of existing knowledge, we should think laterally and use
our contacts and networks. It may be useful to identify two categories of
stakeholders—those affected by the problem and those in a position to
influence the problem—and to ensure that both are adequately included.

L] Chapter 3.4 takes us through the issues of representativeness and
input from consumers, who are usually those affected by the problem. In
terms of those who can influence the problem, representativeness tends
to be less of an issue. Instead, targeting the most appropriate decision
makers and practitioners may be more critical. For example, there is little
point involving local government officials if the decision-making power
rests with the national government.
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Targetting is also important in terms of disciplinary input, as disciplines
are usually quite heterogeneous in terms of what they cover. Finding the
right kind of expertise for the problem is therefore the challenge. For
instance, a sociologist with ethnographic skills is not particularly useful if a
national survey will provide the most pertinent data.

Key questions to ask ourselves before seeking input from stakeholders
and disciplinary experts are:

o How can they make a meaningful contribution?
o How can we ensure they will be listened to respectfully?
o Will what they say actually be taken into account?

This will guide how we seek input and is also a critical aspect of reward.
Recognition involves being included and taken seriously, as well as being
kept informed about how their input was used and, eventually, what out-
comes were achieved.

Dealing with areas of contention

While it can be tempting to avoid areas of contention, it is generally advis-
able to deal with them explicitly and early. It helps greatly to be dispas-
sionate and sincerely open to hearing all arguments, as well as to identify
the basis of the controversy—for example, is it a clash of egos, a misun-
derstanding resulting from poor communication, a conflict of interests, or
a difference in values? This helps us think about how we want to position
our approach to the public health issue and if we want to try to resolve
the disagreement.

There are a number of participatory methods that can help people
understand why others think differently.? In general, people respond pos-
itively if they feel confident that their views are being heard and taken
seriously. Then, even if they disagree with the final approach that is taken,
they will often think it is fair.

Legitimacy particularly comes into play here (see Box 1.1.2). Taking a
dispassionate stance only works if it is genuine and demonstrable.

Box 1.1.2 Legitimacy of the World Commission on Dams

The World Commission on Dams aimed to provide a balanced assess-
ment of how effective large dams had been in providing irrigation, elec-
tricity, flood control, and water supply, and at what cost, especially
in terms of country debt burden, displacement and impoverishment
of populations, and disturbance of ecosystem and fishery resources.
Legitimacy came through its origins in a workshop hosted by the World
Conservation Union and the World Bank, which was attended by rep-
resentatives of pro- and anti-dam interests. It systematically furthered
its legitimacy by striving for balance between these interests among
its 12 commissioners and its 68 member stakeholder forum, as well as
its broad funding base drawing on 53 public, private and civil society
organizations.?

5
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What can we do if we are not disinterested, but are pushing for a
particular outcome?! Read the chapters on advocacy and activism
(2 Chapters 4.5 and 6.8)! The issue becomes one of understanding the
opposition and being able to counter it—both through being able to draw
on a wide range of allies and being able to effectively frame our argument.

Tackling big-picture issues

Tackling the big picture issues is specifically linked to the stakeholders
who can influence the problem. The point here is to move beyond consid-
ering the problem just in terms of individual behaviours to also take into
account, for example, the influence of government policy, advertising, and
business practice. Changes here can be more far-reaching and effective.

On the one hand, we should view these perspectives as we would those
of any other stakeholder, i.e. something that we need to respectfully take
into account. Steps include finding out who the key actors are, if there is
any formal level of co-ordination, and what level of authority the actors
and the co-ordinating group carry. We should attempt to involve players
who can represent big-picture issues and not just assume that they will not
be interested. They may well be aware of the problem and welcome an
opportunity to be involved in dealing with it.

On the other hand, we need to recognize the power imbalance and
that the key players may not see the problem under consideration as
being of any consequence or may not wish to legitimize our activity by par-
ticipating in it, especially if it threatens their interests. We must exercise
extra caution, so that these stakeholders do not hijack the agenda, bog the
process down or stymie action.

Setting priorities

The same processes of discussions with key players and lateral thinking
are also key to setting priorities. Understanding the big-picture context of
the problem is particularly useful for figuring out why the problem is on
the agenda now and the points of strategic intervention. Clarifying what
is already known about the problem will point to what is well covered
and give some ideas about the areas of greatest need. The latter will be
enhanced by discussions with a wide range of disciplinary experts and
stakeholders. Such discussions will also highlight the level of support avail-
able for tackling the problem and possibly identify additional resources.

An iterative process

An iterative, rather than a linear, process in addressing the eight scoping
questions will most probably work best and reduces the danger of getting
bogged down, especially when charting unfamiliar territory.

The judicious use of experts is crucial to saving time and maintaining
momentum. The challenge is to discern what is needed to put together an
understanding of the problem, what we know and don’t know, and who to
bring in to fill the gaps. As new players are brought into the picture, their
contributions may lead us to revisit our understandings of what is known
or the areas of disagreement or the priorities. We must be open to this,
but we also need a clear sense of direction so that we are not diverted by
less relevant agendas which other players may have.
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Back-to-back spirals are illustrative of the process—the outward expan-
sion of the top spiral indicates the build-up of knowledge and perspectives,
whereas the inward direction of the second shows the knowledge and
perspectives being used to set priorities (Figure 1.1.1). The loops illustrate
revisiting what is known, bringing in other people who might have a useful
perspective, and so on. As the figure illustrates, the starting point may be
somewhat off centre; in other words, our own knowledge and exper-
tise may be limited, but the end point of scoping is an action plan that
addresses central issues.

‘Reality testing’ can profitably be undertaken at several points. The aim
here is to find holes in the knowledge base or the arguments on which pri-
orities are based and, from this, to highlight where further data gathering
or consultation is required. This is where advisory and reference groups
can be invaluable, as they can be asked to comment along the way.

Incorporate knowledge and

Your knowledge i
our knowledg _— perspectives of others

and understanding

Set priorities

e

Action plan

Figure 1.1.1 Broadening, aligning, and focusing perspectives.
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What are the competencies needed
for effective scoping?

Key competencies include:

integrity (including being clear about whether or not we are
dispassionate)

credibility in terms of acknowledged expertise about the problem and/
or the scoping process

possession of a wide-ranging network of contacts, so that we know the
key players or an intermediary who can provide access to them

skill in facilitating meetings and interactions, including encouraging
open debate and the challenging of ideas, handling negotiations and
conflict, and creating a positive atmosphere

management skills

an open mind to ideas from others

the ability to think laterally and creatively

understanding the ‘cultures’ of different stakeholders and the ability to
empathize with different concerns, without being captured by them
the ability to identify which disciplines are relevant and enough
knowledge about the disciplines to know what they can offer, to
identify experts, and to involve experts in working on the problem
understanding the relevant policies and other big-picture issues, their
history, the key players, and the political sensitivities

the ability to integrate a range of knowledge and expertise, to cut
through to the essentials, and to lead a priority-setting process

the ability to build alliances with those we need to have on-side in
order to move forward.

What are the potential pitfalls in the
scoping process?

Potential pitfalls include:

o Not having enough resources: including time, to undertake an adequate
process

No real commitment: by those in a position to act to understanding and
dealing with the problem. For example, a process can be set in train
for reasons of political expediency and the plug may be pulled as soon
as the political heat dies down

Not being the right person for the job: for example, if we are not
interested in this process, not experienced enough to keep control, or
if we cannot deal with a diverse range of views respectfully

Getting bogged down: losing momentum and timeliness can be fatal.
Beware of wallowing in factual detail, meetings without a clear
purpose, and red herrings. We should not feel that we have to be on
top of all the material, but instead rely on experts who understand the
stakeholder or disciplinary perspectives.
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o Choosing inappropriate representatives of stakeholders: involving people
in a process helps legitimize their point of view and we should think
carefully about including fringe groups. If people who are not well-
regarded are included in the process, respected players may pull out
or not participate fully

An inappropriate balance: the problem has to be seen in perspective,
so that the process involves an appropriate mix of stakeholders and
academic disciplines, the powerful and the powerless, and, for a
dispassionate approach to contentious issues, different points of view
Avoiding the contentious issues: ignoring particular groups in an attempt
to avoid controversial issues will often backfire, with their exclusion
providing them with an additional opportunity to further their cause
and even undermining the outcomes of the process

Exhausting key players: stakeholder representatives and experts from
particular disciplines usually have a substantive job to do and they may
get no recognition or credit for being involved in our scoping process.
Use their time wisely, sparingly, and efficiently

Promoting conflict: scoping processes that involve contentious issues
usually seek to find compromise, but if the players are not chosen
carefully and the process is not handled appropriately, conflict can be
escalated, rather than reduced

Not showing leadership: if we do not show leadership when we are in
charge of the scoping process, it is open to being hijacked by the more
powerful participants. This can also be a factor in the promotion of
conflict

Avoiding decisions: never underestimate the temptation not to make

a decision when the problem is difficult or contentious. Yield not to
temptation!

Not being prepared to combat the wrath of the powerful: when scoping
processes involve challenging entrenched power bases, provoking a
reaction could well be a measure of success. The challenge is not to be
na've and to be prepared to counter these forces

Not learning from our mistakes

Inexperience: this can be overcome by finding mentors, powerful allies,
and supportive colleagues.
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How will you know when you have
been successful?

Markers of success are an approach to the problem that has:

o broad-based support

e clear and implementable steps for increasing understanding and moving
to a solution

o commitment from the key players and the stakeholders they represent
to stay involved in seeking a solution

® respect between opponents.

For issues where a major power base has been challenged and where

the power base is seeking to protect its interests, measures of success

include:

e a coalition that includes people of influence, which will stand up to the
power base and continue to fight for the solution

o openings for negotiation.

A successful scoping process lays a strong foundation for effectively tack-

ling a problem, and increases the chances of developing a solution on

budget and on time.
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1.2 Priorities and ethics
in health care

Sian M. Griffiths, Robyn Martin,
and Don Sinclair

Objectives

As a result of reading this chapter you will be able to:

understand the language of ethics and the role ethics plays in public
health

recognize ways in which public health ethics differ from bioethics
understand the principles of priority-setting within a constrained
budget

appreciate how ethics should underpin public health interventions
appreciate the importance of ethics-based public health policy-making

Definitions

Ethics constitute a coherent and consistent system of morality, values,
virtues, and responsibilities that guide issues such as who should make
health decisions, how those decisions are made and the principles that
should underpin health decisions. Ethics serve as ‘a beacon to warn of
the danger and to show the way—as a lighthouse . . ."." In summary,
‘ethics’ refers to a variety of techniques for understanding the moral
life, i.e. how an act is judged to be right or wrong.?

Public health ethics constitute the system of morality, values, virtues,
and responsibilities that guides decision-makers with responsibility for
the health of populations. Such a system may be implicit or explicit,
but in a democracy, where legitimacy ultimately derives from the
people, it may be highly desirable to codify the principles that are used
to justify decisions. This allows the people to understand and possibly
challenge the process by which decisions are taken.

Public health ethics differ from the body of bioethics: bioethics govern
the relationships between healthcare providers and consumers of
health services. This distinction becomes particularly evident when
considering that a provider of healthcare generally has a direct duty of
care to each individual patient, whether this duty is defined by national
statute or regulation, or by a local commissioning agreement, such

as may be made between a hospital and a commissioner. In private
healthcare, the duty to provide care for a patient is typically defined by
an individual’s personal contract with a provider or by the terms of an
insurance policy.
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o Unlike bioethics, public health ethics recognize that there will be
circumstances where the health of the wider population justifies
overriding the autonomy and rights of the individual. The decision-maker
with responsibility for the health of a population may be required
to balance the needs of different individuals or groups within this
population and to allocate resources between them, even if this
disadvantages some individuals compared to others.

Priority setting describes a process by which an explicit decision is made
to provide some health services, rather than other services. Such
decisions may directly compare two or more services, or may evaluate
one service against a set of criteria, and recommend that it be provided
if it meets certain thresholds (e.g. sufficient clinical benefit for an
acceptable cost). It is relatively straightforward to compare the clinical-
or cost-effectiveness of two treatments that are used for the same
disease. If both produce the same clinical benefit it may be sensible
to provide the less expensive. If one provides greater clinical benefit
than the other, it may be necessary to compare the cost-benefit ratios
for each treatment in order to recommend the more cost-effective
treatment. Sometimes a health service commissioner may not be able
to provide a treatment that would otherwise be regarded as cost-
effective, because the overall cost would be prohibitive.

Ethics should underpin decisions about health care priorities: the
distinction between the ethical responsibilities of healthcare providers
and those of public health decision-makers is not always clear cut.

For example, a healthcare provider may be required to offer a scarce
resource (e.g. intensive care beds) to those patients most likely to
benefit from this resource, rather than to other patients. This situation
is most likely to arise in response to a major local or national disaster
(e.g. pandemic influenza) when health service capacity is overwhelmed.
Judgements must then be made on which patients should or should
not receive this scarce resource.

Ethics theories are statements of principles that can be used to
justify certain actions®. Such theories may provide a rational basis
for decision-making, which is itself open to consultation and debate.
Certain theories of ethics have assumed particular importance both
for policy formulation and specific decision-making at various times in
the history of the NHS. Currently, there is an intense focus on cost-
containment across the system, while promoting individual choice of
provider.

The prevailing (and sometimes opposing) ethics theories that are used
to justify particular decisions about the future of the NHS, as well as
specific decisions about funding particular treatments include:

« utilitarianism*—making decisions that result in the greatest good for

the greatest number

* communitarianism—making decisions that arise from the values and
traditions of local communities and populations
liberal individualism—based on rights theory (emphasizing the
freedom of individuals to pursue their own ambitions, but
recognizing that one person’s entitlement might constitute
another’s obligation)
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* principle-based common morality theory—where the set of values
shared by members of a society give rise to principles of obligation
e.g. recognition of individual rights and autonomy, obligations of
beneficence and non-maleficence and justice—the fair distribution
of benefits and risks.

o There has been increasing emphasis on improving the health of local
communities and increasing their involvement in both public health and
health service decision-making. This has included a degree of explicit
communitarianism in that local government has been required to form
partnerships with a variety of other local organizations to jointly assess
the needs of the population for health improvement and make plans
to improve health and reduce local inequalities. In England this process
is called Joint Strategic Needs Assessment, and is still being supported
during the current reorganization signalled in 2010.°

From 2001 an entire set of NHS reforms occurred in response to the NHS
Plan®—based on the principles of autonomy (more patient involvement in
service planning), utilitarianism (seeking to reduce management costs in
order to improve investment in front-line services) and communitarianism
(promoting local community involvement and oversight of health service
decisions). The autonomy principle has influenced much of the recent
market reforms in the English NHS, with the requirement for patients to
be offered a wide choice of providers for most health services. The English
NHS now faces further reform based on market principles with localism
and less central regulation.

Why is ethics important for
public health?

Making best use of limited resources—whether it is called rationing or pri-
ority setting—is a fact of life. Limited resources need to be made to go as
far as possible. This means saying ‘No’ to some people, whilst others ben-
efit. This is not a comfortable thing to do, but one in which many people
in public health are necessarily involved. Competition for resources may
be the result of a new treatment becoming available, demand growing for
treatment because of increased patient awareness or because more people
in an ageing population need the treatment. The pressures of innovation,
public participation, patient expectation, person-focused care, political
policies, and socioeconomic factors make priority setting a vital part of
public health practice in ensuring the health of the local population.

All health services have their different ways of organizing healthcare
delivery and of making choices about which services will be provided
within budgets set by funders; be they through taxation, insurance, or per-
sonal out-of-pocket spending. With limited resources comes the neces-
sity to make difficult choices and the need to ensure best value for the
finances available.



PRIORITIES AND ETHICS IN HEALTH CARE

In England the process for determining which services will be provided
to a local population will depend on GP-led primary care-based organiza-
tions commissioning those services.

In Wales and Scotland, these decisions are made at national level. In
not-for-profit organizations, contracts will be negotiated according to
funders guidelines, and in private sector organizations they may be made
by Boards of Directors.

Whatever the mechanism for deciding priorities, funders are faced with
a host of service demands and difficult decisions. Mechanisms for deciding
which new investment or disinvestment decisions should be made need
to be founded on ethical principles and made within a transparent policy
framework that not only clinicians and managers understand, but local
people agree and accept.

Ethics serve an important role in providing a framework for public health
policy and practice. This framework helps public health policy makers and
practitioners to make difficult public health decisions, but also constrains
policy-makers and practitioners from undertaking over-zealous interven-
tions that potentially intrude unnecessarily into private lives.

Ethics also make transparent the assumptions and values underly-
ing health decisions so as to enable open challenge and debate of those
assumptions and values. It is particularly important to address the appar-
ent conflict between the values of clinicians (who are trained to consider
the needs of individual patients generally without explicit reference to
the competing needs of other patients) and the values of commissioners
(who are responsible for planning and procuring health services for entire
populations and must balance the needs of different groups of patients). In
order to bring both sets of values into the decision-making process, health
service commissioners have been increasingly engaging clinicians in the
commissioning process (clinical engagement).

Over the next few years, the current reorganization of the NHS in
England will hand responsibility for commissioning most health services
to groups of primary care clinicians (clinical leadership). It is anticipated
that this will ensure the needs of local patients are addressed, but it will
emphasize the potential conflict between the needs of individuals and the
needs of the local population. It also increases the likelihood that access
to services will vary across the country.

Box 1.2.1 Key questions

e How can we be fair when making rationing decisions?
e How do we account for our decisions?

Ethics are essential when applying the requirements of national pro-
grammes to commission services for local populations. The NHS in
England is continually striving for greater efficiencies in order to better
serve the public (see Box 1.2.1).

There is an ongoing programme to improve service quality while deliv-
ering greater efficiency. This is known as ‘Quality, Innovation, Productivity
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and Prevention’ (QIPP). The underlying premise is that clinicians can lead
the process of providing (or commissioning) better services in a more
cost-effective way if they take responsibility for developing better ways to
make services available to patients, and cut out any unnecessary obstacles
or waste in the system. The QIPP programme takes the view that new
ways of working (innovation)—sometimes including new processes or
even new technologies—can help patients receive care more effectively
or more quickly, thus improving both quality (for the patient) and produc-
tivity (for the NHS).

Preventing ill-health or preventing complications (such as re-admission
to hospital) also lead to better quality and more efficient use of resources.
The QIPP programme has a number of national work streams focusing, for
example, on long-term conditions, urgent care and end-of-life care, and
aiming to improve quality and productivity across care pathways. QIPP is
also supported by systematic sharing of good practice. It is easy to assume
that there could be few challenges to the aims of QIPP, but its implemen-
tation in local populations can give rise to the sort of conflicts in values
that require attention to ethics.

Healthcare commissioners have been examining situations where their
populations have been receiving higher rates of some services than the
national or local average. They have sought to understand whether this
is the result of higher local need, or the result of more active providers
seeking to increase their own work (and, hence, income). This has led to
conflict between commissioners and providers over what is the appro-
priate level of activity for these services compared with local need. The
resulting discussions are best informed by attention to an agreed ethics
framework (see Box 1.2.2).

Box 1.2.2 Guidelines to clinicians

1. If you want something outside your current fixed envelope of
resource, can it be done by substituting a treatment of less value?

2. If demand for your service is increasing, what criteria are you using
to agree the threshold of treatment?

3. If you do not believe that it is possible to either draw thresholds
of care or substitute treatment then within a fixed budget which
service might you give a smaller resource to in order for you to
enlarge yours?

Legislation and professional regulation already provide some policy and
practice frameworks, but these more rigid frameworks are not always
up-to-date, are not always appropriate to situations where urgent deci-
sions need to be made, and are slow to amend where new public health
threats emerge.
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Ethics frameworks

These are codes of practice that can be applied to the process of decision-
making to ensure consistency with an agreed set of values (e.g. autonomy
and equity). They provide assistance in the gaps left by legislation and
professional regulation, and can be useful tools for helping decide which
populations have the greatest need for services or which services provide
the best outcomes within available resources (Box 1.2.3).

Box 1.2.3 Example of the use of an ethical framework in
practice

In 1997, Oxfordshire Health Authority developed an explicit priority-

setting process to decide whether to invest in or disinvest from particu-

lar health services. It was based on three main principles:

o Evidence of clinical effectiveness (and cost-effectiveness)

o Fairness (treating patients fairly, avoiding discrimination, and reducing
inequalities)

o Patient choice (respecting patients as autonomous individuals and
seeking to maximize their control over their own healthcare)

Ethics frameworks can be developed in consultation with communi-
ties and tested against the values of these communities. They can also be
updated as necessary to reflect changes in community values or changes
in the types of decision that need to be made.

It is important to see the use of ethics and tools (such as ethics frame-
works) based on ethics principles as practical resources to help make
consistent, transparent decisions that make sense within the context of
community values. It is therefore appropriate to consider the criteria that
may determine how a community considers a decision to be reasonable.
In this context, a decision may be judged to be reasonable if it involves an
appropriate group of people considering an appropriate question, using
a process that is itself deemed reasonable. In the following section, two
examples illustrate how this triumvirate of person, question, and process
may operate at national or local level.

How do ethics assist in policy and
practice governing the commissioning
of hospital services?

English context

Within the English national health system, Parliament votes on departmen-
tal spending and therefore sets the overall budget for the Health Service.
The Department of Health sets national priorities and allocates money
to local decision-makers. Similar processes exist in the other countries
within the UK. At a national level, the National Institute for Health and
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Clinical Excellence (NICE) makes recommendations on whether certain
services or technologies should be available throughout England and
Wales. Whether decisions are made at national or local level, they are
made in the context of a fixed amount of available resource. Investment in
treatments for some groups of patients reduces the opportunity to fund
treatments for other patients.

National decision-making

The National Institute for Health and Clinical Excellence (NICE) considers
whether the NHS should invest in particular technologies in England and
Wales. The questions (i.e. which technologies should be considered for
use in which group of patients) are initially identified by expert commit-
tees, then tested with a group of stakeholders, including patients, health-
care providers, commissioners, and manufacturers.

The finalized questions are then considered by Government Ministers
who provide a national policy perspective. Those questions deemed
by Ministers to be appropriate for appraisal by NICE receive an expert
assessment of the evidence and are considered in detail by appraisal com-
mittees whose members include representatives from a wide range of
stakeholder groups (e.g. patients, carers, experts, professional bodies,
providers, commissioners, and manufacturers). The committees hold part
of their meetings in public (allowing a degree of transparency) and publish
the documentation that is not deemed confidential (for commercial or
academic reasons).

The appraisal committees have a defined process for considering evi-
dence of clinical and cost-effectiveness, and for giving weight to certain
groups of patients. There is a process for consulting the public where
decisions are likely to lead to significant restrictions of the availability of a
technology. Finally, there is a process by which a limited set of stakehold-
ers can appeal against NICE’s recommendations. From time to time, NICE
undertakes public consultations to update its procedures.”

Under the current NHS reforms, the role of NICE is set to expand.
Although it will continue assessing technologies, it will take on responsibil-
ity for determining the standards for health and social care that will apply
throughout England and Wales. NICE will also have an increased role in
making recommendations about public health interventions.

As local government takes on more direct responsibility for health
improvement, NICE will produce guidelines to assist the commissioning of
preventative and health-promoting services. It is likely that NICE will need
to develop new ways to value the benefits of such services compared
with the clinical services with which it is familiar. It may also be required
to make decisions based on very different forms of evidence. Most new
clinical technologies are proposed on the basis of evidence collected from
clinical trials, the majority of which are intervention studies. To assess
the effectiveness and cost-effectiveness of health promotion interventions
delivered in natural communities may depend on more observational
studies.
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Local decision making (Box 1.2.4)

Box 1.2.4 Case study: using a framework of ethics in
making difficult choices: experience from Oxford

An ethics framework was structured around three main components:

Evidence of effectiveness
e Consider:

* |s there good evidence that the treatment is not effective?

* |s there good evidence that the treatment is effective?

¢ Is there a lack of good evidence either way?

It is desirable to obtain good quality evidence about effectiveness,
and research aimed at obtaining such evidence should be
encouraged. However, when evidence is poor, then a judgement
about the likely effectiveness has to be made in the knowledge that
good quality evidence is not available.

Equity
The basic principle of equity (fairness) is that people with similar needs
should be treated similarly. This principle should be applied consistently
at different times and in different settings, with no discrimination on
grounds that are irrelevant to the need for healthcare.
In developing the principles on which equity is based, two broad
approaches can be taken:
e maximizing the welfare of patients within the budget available
(a utilitarian approach), often expressed in terms of the cost-
effectiveness of different health services
e giving priority to those in most need (a rights approach).

Patient choice

Respecting patients’ wishes and enabling patients to have control over
their healthcare are important values (the principle of autonomy based
on liberal individualism). Within those healthcare interventions that are
purchased, patients should be enabled to make their own choices about
which treatment they want to receive. It is a matter of fundamental
respect that patients should always be treated as much as autonomous
individuals as possible. This is one of the stated reasons for the active
promotion of patient choice of provider that is a feature of recent health
service reforms in England.

When considering the principle of patient choice, it is important to
recognize that the principle of effectiveness is usually addressed by con-
sidering the best available evidence from well-conducted published stud-
ies. These studies normally consider the effectiveness of a treatment
in a large group of patients. Sometimes the evidence suggests that a
treatment generally provides insufficient benefit (or is too expensive) to
be provided. However, each patient is unique and there may be a good
reason to believe that a particular patient stands to gain significantly
more from the treatment than most of those who formed the study
group in the relevant research. Evidence that this individual patient has
significantly different circumstances compared with most patients may
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be used to demonstrate exceptional circumstances. This may justify such

a patient receiving treatment that is not normally provided.
This ethics framework was used in the process of making decisions

to:

e Structure discussion and ensure that the important points were
properly considered

o Ensure consistent decision-making, over time and with respect to
decisions concerning different clinical settings

o Enable articulation of the reasons for decisions that are made.

Since 2002, Primary Care Trusts (PCTs) were responsible for commis-
sioning most health services in England. In an effort to rationalize and
strengthen their decision-making processes, nine PCTs in central South
East England (responsible for health services for 4.2 million people)
merged the processes they had developed for choosing how or whether
to commission certain specific interventions. This led to the creation of a
single shared process for selecting the questions to be addressed, and a
single process for reviewing evidence, consulting local clinicians, and pre-
paring documentation. Two Priorities Committees were established (out
of four predecessor committees) where patients, clinicians, and managers
representing both commissioning and provider organizations consider the
evidence against the criteria contained in a common ethical framework.?
This shared ethical framework is based on the principles of utilitarianism
(effectiveness, cost-effectiveness, and affordability), autonomy (individual
need and the ability to make decisions), and communitarianism (needs of
the community). It specifically includes provision for addressing horizontal
equity (attributing the same value to people with the equivalent needs)
and vertical equity (giving priority to people who have greater needs in
order to reduce inequalities). The Priorities Committees base their deci-
sions on a thorough review of available published evidence, together with
comments from local clinicians (requiring effective clinical engagement).
They do not meet in public, but their recommendations are made to the
PCTs, which choose, in their public board meetings, whether to adopt
them as formal policies, thus affording a degree of public scrutiny. As the
current Health Service reforms intend to abolish PCTs in 2013, it remains
to be seen whether the new General Practice Commissioning Consortia
will seek to maintain a common prioritization process.
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How do ethics assist in policy and
practice governing the treatment
of patients in general practice?

General practitioners (GPs) are usually independent practitioners con-
tracted to provide NHS services to registered patients. In general, their
contracts require them to provide services that they deem ‘necessary and
appropriate’ for individual patients. These contracts do not take account
of any duty to balance resources between different patient groups, but
increasingly GPs are being asked to make collective decisions about pre-
scribing drugs or commissioning services based on the needs of popula-
tions. This conflict between the needs of individuals and the needs of
populations will become more apparent as GPs take on responsibility
for commissioning hospital services under the latest NHS reorganiza-
tion.> There will be direct conflict between the principles of autonomy
(as expressed by ‘patient choice’) and utilitarianism, which seeks to use
resources to obtain the greatest good for the population (even if this
means that some individuals do not receive the best care available to
them).

If the current NHS reforms are to successfully deliver clinically-led
commissioning, with groups of GPs acting collectively to secure the best
care for their patients, it will be necessary for legislation to address these
conflicts between duties to the individual and the population. An ethics
framework would be a useful tool to assist such decision-making. If the
local population and other stakeholders are involved in its development,
this should add legitimacy (by the principle of communitarianism) to the
decision making process and provide transparency (respecting the prin-
ciple of autonomy).

How do ethics assist in policy and
practice governing the prevention and
control of communicable diseases?

Medical science has provided many solutions for the threat of commu-
nicable diseases through the development of vaccinations, antivirals, and
antibiotics. However, not all diseases can be controlled by vaccination and
drugs. This is particularly the case where disease carriers and contacts
refuse to co-operate with medical practitioners, and where new diseases
emerge for which no treatments or vaccines have yet been developed.
Public health legislation often provides powers of isolation, quarantine,
exclusion from public places, and in some cases compulsory screening,
treatment, and vaccination (see Boxes 1.2.5 and 1.2.6). Even when legisla-
tion provides these powers, it tends to leave to the discretion of the public
health practitioner when to implement them. Ethics assists in decisions on
when to exercise powers that potentially infringe autonomy and rights.
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Box 1.2.5 Case A: should you detain against his will
someone with multidrug-resistant resistant tuberculosis
(MDR-TB) who refuses to remain in voluntary isolation?

There may be good public health arguments to justify long-term deten-
tion of the patient to prevent the spread of MDR-TB to others who
come into contact with him. Legislation in most states provides powers
to detain in these circumstances. However, a ‘power’ implies exercise of
discretion. If there were no discretion there would be a duty to detain,
rather than a power.

What ethics principles govern the exercise of this power? A utilitarian
approach suggests that a coercive measure, such as detention might be
taken where the overall benefit to society resulting from detention out-
weighs the overall loss to society.” How do you measure such benefit
and loss? You need to undertake a risk assessment in relation to the
patient, based on available scientific evidence about the disease: How
infectious is this condition? How much contact does the patient have
with others? How responsible is he in his health behaviours?

Evidence is also needed on the consequences of imposing coercive
measures. Will other patients go underground to avoid detention? Will
detention discourage ill persons from seeking diagnosis? What will be
the economic and social consequences to the patient and his family of
detention? Does detention pose the risk of discrimination, stigma, and
marginalization? Are there any other alternatives to detention that might
work better for the patient? Would you choose to detain other patients
in the same situation or is there something about this patient that leads
to you treating him differently?

Duties of beneficence and non-maleficence tell you that you need to
do what is best for the patient and to do him no harm, so arguments that
it is for the good of society to detain him will need to be convincing to
override the patient’s right to autonomy and private life.

The need for a professional risk assessment imposes duties on the
public health community to develop an evidence base to underpin such
risk assessments, and a duty on individuals working in public health to
keep up to date on evidence. Any such measure should only be taken
where there is a demonstrable public health benefit to be achieved.
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Box 1.2.6 Case B: in case of a disease pandemic, for
which there are limited health resources, who should
have priority access to those resources?

This is an issue unregulated by legislation, and provides an example of
a situation in which ethics must step in the fill the gaps left by law.
There will be conflicting ethical obligations in such a case. Healthcare
providers owe duties of beneficence to all patients, suggesting a duty to
provide healthcare to every patient who needs health resources. Where
resources are limited, however, duties of beneficence do not assist in
choices between patients.

Triage principles will suggest that resources should be given to those
most likely to benefit from treatment, underpinned by ethics arguments
that limited resources should be used as efficiently and effectively as
possible. A utilitarian approach will support the view that priority should
be given to those persons who will be essential to the functioning of
society during the pandemic. This would suggest that health care work-
ers themselves, as well as other essential service workers should be pri-
oritized over other patients. It may justify priority for mothers of families
with small children, or other carers within society. Utilitarianism will also
support the view that priority should be given to the treatment that is
most effective in reducing the spread of disease to others.

Other ethics theories, particularly theories of ethics of care, will
support prioritizing for treatment those persons with the longest pro-
ductive life years ahead of them. Opposing ethics arguments might criti-
cize these approaches as discriminatory and suggest that a lottery for
resources, or a first-come-first serve approach would be fairer.

Ethics debate will not produce a clear and convincing answer to an
ethical ‘hard case’ such as this. However, an ethics framework will pro-
vide language and tools for debate, and demand transparency in relation
to the values and virtues underpinning choices.

How do ethics assist in policy and
practice governing the prevention and
control of non-communicable diseases?

The ethics of public health interventions in the case of non-communicable
diseases are more complex. Whereas communicable disease infringe-
ments of the private behaviour of individuals can be justified on the basis
of prevention of the spread of disease to the wider population, non-com-
municable diseases, in most cases, result from individual life choices and
most directly affect the persons making those choices (see Boxes 1.2.7
and 1.2.8).
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Box 1.2.7 Case C: should the state intervene to prevent
an individual from smoking in a public place?

Mill's ‘harm principle’ states that ‘the only purpose for which power
can be rightfully exercised over any member of a civilized community,
against his will, is to prevent harm to others. His own good, either physi-
cal or moral, is not a sufficient warrant’."

The harms of first- and second-hand tobacco smoke are well docu-
mented." In the case of smoking in a public place, we can begin by
arguing that we are prohibiting smoking to protect other people at risk
of being affected by tobacco smoke, in which case the ethics issues are
similar to those in the case of communicable disease. What if all the
other persons in the room are consenting adults who are themselves
smoking, or if the smoker is sufficiently far from any other person such
that any risk is negligible? Then we will need to look for other less direct
harm to justify intervention, such as the social costs to the family and
friends of the smoker if he should suffer smoking harms, and the cost to
society of resulting health care.

Our ethics arguments may also to turn to the extent to which the
smoker or his companions are autonomous persons making informed
decisions on their own health, for Mill's harm principle is premised on
the autonomy of the individual. Has the smoker made a free and non-
manipulated informed choice to smoke? We can argue, using the science
of behavioural psychology, that influences such as tobacco advertising,
smoking in the media and peer pressure have distorted the smoker’s
ability to make a free and informed choice and caused him to put his
health at risk by smoking.” Ethics arguments would then suggest that
public health institutions have a responsibility at least to counter the
malign influences so as to restore the autonomy of the individual. Similar
arguments apply to the state’s duty to address obesity harms by limiting
advertising and misleading labelling of high fat, salt and sugar products.

Box 1.2.8 Case D: should the state impose taxes on the
purchase of alcohol to limit alcohol-related harms?

Excessive alcohol use causes health harms to individuals, and social and
economic harms to family and society.” Evidence suggests that, because
it is price sensitive alcohol consumption can be manipulated by the pric-
ing of alcohol™ increasing alcohol taxes serves both to reduce alcohol
harms and to increase government revenues to support health care and
other public goods. This suggests the state has a public duty to use taxa-
tion as a tool to the benefit of the public’s health.

However, as with smoking restrictions, alcohol taxation serves to
restrict the liberty of the individual to make a lifestyle choice. We can
argue that reducing alcohol levels will benefit the health of drinkers,
although these arguments are not as strong as they are in relation to
tobacco unless drinking is excessive. However Mill’s harm principle sug-
gests that this is not sufficient to warrant intervention. People choose to
drink alcohol because it gives them pleasure even when they are aware
of the risks posed to their health.
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We can justify countering alcohol industry advertising with health
messages to restore autonomous decision-making, but it is more dif-
ficult to justify interfering with the choice to drink alcohol. We may also
justify interventions into excessive drinking, though it is arguable that
even here we are interfering with autonomy. The difficulty lies in inter-
ventions that affect careful and sensible consumption of alcohol.”

It can also be argued that taxation of products operates in a dis-
criminatory manner, in that an increase in alcohol prices will affect the
choices of the less well off more significantly than those of the better
off. Arguments that have been used to support tobacco taxation, given
the inherent harmfulness of tobacco, are not as persuasive here. Nor is
alcohol the only product, not harmful in itself, but only in excessive use,
willingly and widely consumed.

We might argue that we should also impose high taxes on food stuffs,
sweets, and snacks that, when consumed in excess, can cause dental and
health harms, and which result in significant economic costs to society.
Any state initiative that is not transparent and evidence-based will be
contrary to ethics, regardless of the benefit of the outcome. The end
does not justify the means. Hence, the ethics of alcohol taxation are
complex, and dependent on a solid scientific evidence base. There will
always be counter-arguments. Once again, the language and theories of
ethics will serve as a useful framework to facilitate transparent debate.

How do ethics assist in policy and
practice governing the prevention of
unintentionally harmful acts?

As demonstrated above, legislation may be used in a number of ways to
restrict the autonomy of individuals both for their benefit and for wider
societal benefits. When considering potentially harmful acts, it is useful to
consider the balance of harms and benefits, and how these are distributed
in society.

Legislation requiring that most car drivers wear seatbelts is an infringe-
ment of individual autonomy. It is paternalistic in that the state has chosen
to intervene on behalf of the citizen, possibly against the wishes of the
citizen. However, it is justified by the reduction in fatalities and particu-
lar forms of injuries suffered by car drivers. As such, it appears that the
harms and benefits affect the same people, i.e. drivers. However, there
are additional benefits to the rest of society in that the reduction in harm
to drivers is associated with a reduction in health care costs to the NHS
(and thus to the general public). This leaves more resources available for
other patients, and the restriction of drivers’ autonomy can therefore be
justified by the principles of utilitarianism.

It is salutary to remember that when the compulsory seatbelt legislation
was being debated, there were many opponents who not only saw this as
an infringement of civil liberties, but also posed counter arguments e.g. the
belief that drivers would be more likely to drive recklessly if they wore
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seat belts and therefore considered themselves protected. As in the case
for alcohol taxation, it is necessary to consider evidence and rational argu-
ment very carefully and to balance the respective ethics principles when
formulating policy.

Responding to changing policy

The model developed in Oxford (Box 1.2.4), England, was driven by the

market culture of the mid-1990s, and in particular the contract culture

and extra-contractual referrals. The election of a new government in 1997

brought with it changes in political philosophy, as well as policy. The mode

of choice and decision-making changed. However, with the election of the

Coalition government in 2010 emphasis has once more shifted to a more

libertarian and free market philosophy.

The role of public health in supporting decisions about priorities for
health and health care for a population will be crucial, although mecha-
nisms for providing this support as yet remain unclear. Changing structures
continue to pose a challenge. NHS providers will become Foundation
Trusts and will compete with a diverse supply of ‘any willing ‘providers
in the public and private sectors for referrals without geographic con-
straint. Underlying these policies is the political strategy to devolve choice,
and the funding to support it, to the front line, monitored through the
regulatory frameworks of the National Commissioning Board. The tension
between individual and population decision-making underscores the need
for a mechanism to discuss questions such as:

o How much will local decision-making be able to take into account
the needs of the population not just for elective health care, but for
prevention or long-term care?

o What values will underline these decisions. For example, it is easier to
calculate the cost of a quality-adjusted life year (QALY) for a new drug
than for a night-sitting service in palliative care, but which is of greater
value to the patient dying of cancer?

e How should one value lifestyle drugs compared with counselling in
general practice?

o What is the value of prescriptions for exercise?

Whatever national systems develop, the need remains for local systems of
priority set within the context of overall guidance.



PRIORITIES AND ETHICS IN HEALTH CARE

Role of public health practitioners
and teams

Within health economies and organizations, public health provides the
support to take an overview across the community and to balance exter-
nal needs of local communities. This may involve balancing issues concern-
ing community safety or domestic violence, with needs specific to the
health service, such as balancing competing hospital priorities.

The skills of needs assessment, critical appraisal, application of evidence-
based care and management of risk that are key to public health are all
needed to develop this role.

Whatever changes occur to the structure of the health services, local cli-
nicians will continue to make decisions on a patient by patient basis, guided
by accepted good practice guidelines. The difficulty of balancing resources
can be assisted by clear processes and common ethics values, with the
development of appropriate decision-making frameworks within which
trade-offs can be made. To do this requires open and mature debate.
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1.3 Assessing health
status

Julian Flowers

Objectives

Assessing population health is a fundamental element of most public
health activity. We cannot improve health and measure success without
being able to conduct health assessments. These may be components of,
for example:

o measuring burden of disease

needs assessment

assessing health equity and health inequality

resource allocation

planning

health impact assessment

service evaluation.

This chapter is intended to identify key principles involved in assessing

the health of a defined population, rather than individual health status. It

should help identify some techniques and approaches that can be applied

in practice. Good health assessments require skills in epidemiology and

information management and analysis; synthesis of information and opin-

ion from a range of sources; leadership, political and partnership working,

and persistence. A successful health assessment should influence decision

making—something should change as a result, for example:

o a service should be commissioned

o further work could be undertaken

o a decision to undertake a health policy or programme should be
informed.

A typology of health assessments

There are a range of approaches to health assessment depending on the
objective. Health assessments often have both quantitative and qualitative
elements. They synthesize a range of information and views from a range
of sources. A few common approaches are listed below:
o Health needs assessment (HNA) (EJl see Chapter 1.4): starts with
a population and identifies key health issues to aid prioritization,
development of health programmes and commissioning of services.
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o Health impact assessment (HIA) (L see Chapter 1.5): starts with

a policy or programme and tries to identify and weigh the health
benefits or disbenefits, which might accrue . If has been defined as

‘a combination of procedures, methods and tools by which a policy,
program or project may be judged as to its potential effects on the
health of a population, and the distribution of those effects within the
population”.!

Health equity audit: starts with defined sub-populations and tries to
identify health inequalities and inequities of service provision.?

Health care needs assessment: starts with a defined population at risk
of receiving an intervention and attempts to quantify the number who
might benefit and the magnitude of that benefit.

Other types of health assessment include health economic evaluation,
environmental impact assessment and health technology assessment.

Key steps of health assessment

Health assessments are often an iterative process

(Figure 1.3.1)

Key steps include:

o Being clear about why you are conducting the assessment, who it is
intended for and what you hope to achieve.

o Defining your population clearly: e.g. the adult population (aged 18 and
over) in such and such area. Patients on general practice registers with
chronic obstructive pulmonary disease.

o Population health relative to whom: assessments usually include a
comparative element. The choice of comparator may depend on the
audience; for example:

* aregional health officer may be interested in comparison with
other regions and also variation within their region
 anational policy maker may be more interested in international

comparison and a local practitioner may be more interested in peer

comparison of similar organizations
* the choice of comparator can be political, as well as scientific and
may affect acceptance of the assessment.
What aspects of heath are you considering? Specificity is generally
helpful.
Who needs to be involved? There is often a ‘desk-based” element
to health assessments which can be done in isolation, but usually
assessments are joint efforts and partnership working is important.
For example, in England a joint strategic needs assessment process
has been introduced (see Box 1.3.1). Working out who you need
to involve is a key step which will depend on the objective of the
assessment. For example, if you are trying to determine key health
priorities for a community it will be important to involve key
informants or the public directly through surveys or focus groups.
If the assessment relates to a health care intervention, clinicians and
patient representative groups maybe important.
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o Perspectives on health: professionals, the public. and their
representatives and policy makers often have different perspectives on
health and health priorities.

o Identify and assemble data, facts and other information: can you use
what is routinely available or do you need to collect data especially for
the assessment?

o How will you communicate the results of your assessment?

o How will you evaluate success?

review/determine
objective of
assessment

identify key
partners/
stakeholders

evaluate

generate outputs assemble relevant
reports/meetings/ quantitative and

contracts qualitative
etc. information

Figure 1.3.1 Health assessments can be thought of as cyclical, iterative processes.
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Box 1.3.1 Joint strategic needs assessment

Joint strategic needs assessment (JSNA) was introduced as a statutory
needs assessment in England in 2008. It requires local government to
work together with health care commissioners (PCTs) and describes a
process that identifies current and future health and wellbeing needs in
light of existing services, and informs future service planning taking into
account evidence of effectiveness. JSNA identifies ‘the big picture’ in
terms of the health and wellbeing needs and inequalities of a local popu-
lation. Since introduction [SNAs have been conducted across England.
They have varied in their style, content and effectiveness across the
country, but as a process they have fostered strong partnership working
across the health and local government sectors. Some have been data
dense, others have been more action focused and strongly linked to
commissioning, but a testament to their success is the survival of the
process through the major health reforms in England in 2010.

Further information

Department of Health (2007). joint strategic needs assessment. HMSO, London. Available at: 82
http://www.dh.gov.uk/en/Publicationsandstatistics/Publications/PublicationsPolicyAnd Guidance
/DH_081097

Association of Public Health Observatories (2008). The Joint Strategic Needs Assessment
(JSNA) core dataset. HMSO, London. Available at: R http://www.dh.gov.uk/en/
Publicationsandstatistics/Publications/PublicationsPolicyAndGuidance/DH_086676

Assembling relevant information

The essence of all assessment is to:

o assemble relevant information on a particular issue

o determine if there is a problem and if so the priority and magnitude of
that problem(s)

and

o determine what (if anything) to do about it.

Some general principles for assembling data

o Be systematic: there is usually more than one source of data or
potential set of health indicators (summary measures of health)

o Have a framework: broad health assessments might include ‘domains’
such as:

* sociodemographic characteristics of the population for example
age and sex, socio-economic factors such as income, social class,
deprivation
broad health status
life expectancy and summary measures of population health
(see pp. 32-33)
cause specific mortality rates—often heart disease, cancer, stroke,
age-specific and premature mortality rates
* burden of disease measurements such as disease prevalence
lifestyle or health behaviour


http://www.dh.gov.uk/en/Publicationsandstatistics/Publications/PublicationsPolicyAndGuidance/DH_081097
http://www.dh.gov.uk/en/Publicationsandstatistics/Publications/PublicationsPolicyAndGuidance/DH_086676
http://www.dh.gov.uk/en/Publicationsandstatistics/Publications/PublicationsPolicyAndGuidance/DH_086676
http://www.dh.gov.uk/en/Publicationsandstatistics/Publications/PublicationsPolicyAndGuidance/DH_081097
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* health inequalities—variation or differences in health status
measures between sub sections of the populations such as ethnic
or racial groups, socioeconomic groups or age and sex.

Or follow well known frameworks such as Dahlgren and Whitehead.
An examples of the domains used in English health profiles is shown in
Table 1.3.1.

Table 1.3.1 Domains and indicators in health profiles

Domains Examples of indicators

Community Deprivation, violence

Children and young Childhood obesity, breast feeding, teenage
people pregnancy

Adult health and lifestyle Adult smoking, obesity

Disease Disease prevalence, cancer incidence, TB rates
Life expectancy and Life expectancy, mortality from cardiovascular
causes of death disease and cancer, death rates from injury

Measuring health status and summary
measures of population health

Health as a concept is difficult to measure directly and we often make
inferences about population health status from other measures such as
mortality and morbidity. However, there is good evidence that asking
people to rate their health on a simple scale from excellent to bad is pre-
dictive of mortality and health services utilization.**

Increasingly, measures of health or disability are being combined with
life expectancy to produce summary measures of population health. There
are two variants:

o health expectancies
o health gaps.

Figure 1.3.2 attempts to illustrate these. It shows population survivorship
against age. The overall area of the figure illustrated an idealized life-span
of 100 years lived in perfect health until a sudden death at age 100.
Curve C represents actual survivorship, and curve A that which is
lived in good health. Area A represents a measure of health expectancy,
whereas area B, which is the difference between idealized and actual
health, is a health gap.
Examples of each in routine use include:
o Health expectances: healthy life expectancy (HLE), disability-free life
expectancy (DFLE), health active life expectancy (HALE).
o Health gaps: years of life lost (YLL), disability-adjusted life years
(DALYs), healthy life years (Heal Ys).
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Whilst these measures have a strong appeal in assessing health, they have

several drawbacks:

o Availability of data: all these measures rely on some population
estimates of health or disability which can be difficult to obtain,
particularly sub nationally. DALYs rely on estimates of disease
prevalence and duration and severity of disability which are rarely
available.

o Uses: although in countries with well-developed systems for
monitoring mortality it may be possible to monitor death rates and
life expectancy, lack of systematic measurement of relevant morbidity
measures reduce the usefulness of summary measures of public health
in monitoring health over time although they are useful in comparative
health assessment.

o Complexity of calculation.

o Reliability of self-reported health status.

1001
90
80
70
60
50
40
30
20

Survivorship (%)

10 20 30 40 50 60 70 80 90 100
Age (years)

Figure 1.3.2 Summary measures of population health.

Sources of data

There is a wealth of data available for health assessments, and the availabil-
ity and quality of data is increasing all the time. Data is available for interna-
tional, national, regional, and local comparison. Good sources include:

o International: country wide from WHO, Gapminder

o European

o Country wide: EUROSTAT

o Health regions: Project ISARE

o Local

o Health observatories

o Other health observatories of similar projects.

The data cube (Figure 1.3.3) provides a useful framework for thinking
about the kinds of data that can be helpful.
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Routine

Ad hoc National

R

Textual Statistical

Figure 1.3.3 The data cube (After Stevens & Gillam, 1998).°

What makes a good indicator?
Criteria for evaluation

With such a plethora of data and limited resources for conducting assess-

ments we need criteria for identifying those metrics that we genuinely

should track. There are good sources for such criteria and a framework is

outlined as follows:*’

o Are the measures actionable? If so, at what level and by whom?

o Are the measures sensitive to interventions? If so, within what time
frame?

o Are the measures easily understood by collaborating organizations,

policy makers, and the public?

Is the meaning of an increase or decrease in a measure unambiguous?

It should be clear whether a high values is desirable or undesirable and

what direction of change we are trying to achieve.

Do the measures stand alone or are they aggregated into an

index or summary measure? Summary measures of health can be

useful, but sometimes it is not obvious and the indicator should be

deconstructible into its core components

Are the measures uniform across communities? Comparison and

comparability are important.

To what extent do measures address inequalities, as well as overall

burden?

Can unintended consequences be tracked? Often people manage

the system to indicators and there can be unintended consequences

(gaming) or knock-ons.

Do the available data correspond to the geographic level of the

intervention? Data should be available at the level required for action

How timely are the data? They should be as timely as possible.
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o Are the measures reliable and valid? Are they reproducible, repeatable,
and have face, criterion, and construct validity as far as possible.

o Can the measures be produced for population subgroups? The ability

to calculate indicators for subpopulations allows us to address health

inequalities, inequality, and variations.

Are indirect methods of estimation appropriate? If we can’t obtain

direct measures of the issue of interest, often we can estimate or infer

from other sources.

Should data reporting be part of an incentive-based population health

improvement system? If we can’t get the data we need it could be

required or mandated as part of the system through contracts, or

commissioning processes.

Presenting and communicating data for
health assessment

There is no shortage of information and data that can be collated as part
of a health assessment, but succinct and accurate communication is key.
Over the last few years, presentational techniques have improved and the
evidence base for methods of communication has been growing. These
include social marketing techniques which use segmentation to match the
communication channels and methods with the audience.

One approach, developed by Public Health Observatories and common
across a range of quantitative health assessments in the UK, is the use of
graphical health profiles (Figure 1.3.4). These present health indicators in
‘spine chart|” format that compares for an area, each indicator against the
national average. It also scales and shows the overall distribution of each
indicator and includes a measure of statistical significance represented by
the colour of the ‘blobs’, which show the indicator value for that area. In
this example (Figure 1.3.4), we show an area with a wide range of health
problems (relative to England)—the area has more socioeconomic depri-
vation, violence, dental problems, teenage pregnancy, high levels of mor-
tality, more tuberculosis, and so on.

Data sharing and transparency

Data transparency is increasing access to public data (see, for example,

www.data.gov and www.data.gov.uk) indicating a new ‘relationship’ of the

state and public sector with the public and taxpayers. However:

o Care needs to be taken to avoid disclosing data which could
potentially identify an individual?

o Data should be presented in forms that people can use and
accompanied by sufficient explanatory information (metadata) to
encourage appropriate interpretation.
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Figure 1.3.4 A spine chart presentation of a population health profile.

Life expectancy and
causes of death

Further resources

Cavanagh S, Chadwick K. (2007). Health needs assessment. NICE, London. Available at: & http://
www.nice.org.uk/media/150/35/Health_Needs_Assessment_A_Practical_Guide.pdf

Network of Public Health Observatories. Health profiles (Hone page). DoH, London. Available at:
R http://;www.apho.org.uk/default.aspx?RID=49802

Universtiy of Birmingham. Health care needs assessment. Available at: & http://www.hcna.bham.
ac.uk/three.shtml

West Midlands Public Health Observatory. Health impact assessment gateway. Available at: &
http://www.apho.org.uk/default.aspx?RID=40141

Data sources

International
WHO. Available at: & www.who.int
Gapminder: Available at: 2 www.gapminder.com


http://www.nice.org.uk/media/150/35/Health_Needs_Assessment_A_Practical_Guide.pdf
http://www.nice.org.uk/media/150/35/Health_Needs_Assessment_A_Practical_Guide.pdf
http://www.apho.org.uk/default.aspx?RID=49802
http://www.hcna.bham.ac.uk/three.shtml
http://www.apho.org.uk/default.aspx?RID=40141
www.who.int
www.gapminder.com
http://www.hcna.bham.ac.uk/three.shtml
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European

ISARE. Available at: R http://www.i2sare.eu/

EUROSTAT. Available at: S http://epp.eurostat.ec.europa.eu/portal/page/portal/region_cities/
regional_statistics

European Commission. Public health indicators. Available at: S http://ec.europa.eu/health/indicators/
policy/index_en.htm

Association of Public Health Observatories. Available at: & http://www.apho.org.uk/default.
aspx?QN=HP_INTERACTIVE
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1.4 Assessing health
needs

John Wright and Ben Cave

Objectives

HNA is a systematic method of identifying the unmet health and health-
care needs of a population and recommending changes to meet these
unmet needs. It is used to improve health and other service planning,
priority setting, and policy development. HNA is an example of public
health working outside the formal health sector and presenting back to
colleagues. Successful HNAs will also ensure that non-health agencies
benefit from their findings.

This chapter will describe why HNA is important and what it means in
practice. Professional training and clinical experience teaches that a health
professional must systematically assess a patient before administering any
treatment that is believed to be effective. This systematic approach is often
omitted when assessing the health needs of populations.

Box 1.4.1 shows what can happen when a HNA is conducted system-
atically—both health outcome and service delivery were improved.

Box 1.4.1 TB service in a rural African hospital’

o Setting: a rural district hospital in South Africa.

o Problem: increasing overcrowding in the hospital due to the rising
incidence of TB resulting from human immunodeficiency virus (HIV)/
acquired immune deficiency syndrome (AIDS). Concerns by staff
about high levels of treatment failure.

o Methods: review of TB register information on detection rates and
outcomes. Review of current clinical practices. Interviews with health
professional and patients to determine views of TB care.

® Results: case detection rate of TB had increased by 90% over a period
of 4 yrs. Patients were admitted to hospital for the 2-month intensive
phase of treatment creating major problems of overcrowding.
Haphazard follow-up in any local clinic led to poor data on outcomes.
Outcome data indicated only 27% (n = 66) of patients were cured or
completed treatment and 43% (n = 160) were lost to follow-up. Major
gaps in patients’ understanding about TB and its relationship to HIV/
AIDS were identified.
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o Action: new guidelines were developed for the region to allow home-
based treatment. A community-based treatment service was established
using village health workers to support treatment in patients’ own
homes. An outreach team was set up to co-ordinate care, promote
community awareness, and train and support village and clinic health
workers. Within 12 months care and completion rates had improved to
86% with patients having to stay for days, rather than months in hospital.

Defining need

Need, in the sense used in this chapter, implies the capacity to benefit
from an intervention. ‘To speak of a need is to imply a goal, a measurable
deficiency from the goal and a means of achieving the goal’2

HNA is not the same as population health status assessment (see (X
Chapter 1.3). HNA incorporates the concept of a capacity to benefit from
an intervention. It therefore introduces an assessment of the effective-
ness of relevant interventions to supplement the identification of health
problems. Thus, the researcher does not start with a blank sheet but with
a theory to test or a technology to apply—HNA is not a value-free exami-
nation of a population, but starts from a specific point. HNA should also
make explicit what benefits are being pursued by identifying particular
interventions.

The capacity to benefit is always greater than available resources and so
HNA should incorporate questions of priority setting through considering
the cost-effectiveness of the available interventions (see L Chapters 1.2
and 1.6).2

Thus,) at different times HNA is used to define:

o the goal (improved health outcomes and improved health equity)
o the deficiency (poor health outcomes, inequities in health)
o the means of achieving the goal (effective intervention).

Approaches to needs assessment

A number of approaches to needs assessment have been suggested,’

including:

o ‘Epidemiologically based’ needs assessment: combining epidemiological
approaches (specific health status assessments) with assessment of
the effectiveness and possibly the cost-effectiveness of the potential
interventions.

o Comparative: comparing levels of service receipt between different
populations.

o Corporate: canvassing the demands and wishes of professionals,
patients, politicians, and other interested parties.

In this chapter an epidemiological approach to determining priorities
is explored. This incorporates clinical effectiveness, cost-effectiveness,
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and patients’ perspectives.® It incorporates qualitative and quantitative
information. While comparisons of health service usage are commonly
used as indicators of need, population-based usage rates typically vary
markedly between areas, often for unexplained reasons. In addition, the
link between usage rates and improved health outcomes is often hard to
demonstrate.

The distinction between individual needs and community needs is impor-
tant to consider. Some needs will be shared across communities, while
some needs will be specific to smaller subsets or to individuals. HNA
should be sensitive to these differences.

HNA involves the active, explicit, and systematic identification of needs,
rather than a passive, ad hoc, implicit response to demand. The assess-
ment of health needs can be clarified by differentiating between needs,
demands, and supply (see Box 1.4.2) and by remembering that health
needs are not necessarily restricted to health-care needs. Ideally, HNA will
identify both met and unmet need. Health needs include wider social and
environmental determinants of health, such as deprivation, housing, diet,
education, and employment. Health needs should ideally be appropriately
addressed (‘met’), but these needs are too often unmet (e.g. poor housing,
poor access to primary care, health illiteracy, undiagnosed hypertension,
ignored moderate depression) or ‘over met’ (e.g. prescribing antibiotics
for sore throats).

Box 1.4.2 Different aspects of health needs

NORMATIVE NEED

FELT NEED EXPRESSED NEED .
. . Defined by society or
From the perspective of | | A need which people .
X experts and with
the people who have it say they have

reference to standards

This figure does not engage with the relationship between the different
types of need. A need is shown as a claim for service.

Health and social care services cater for normative needs. By defini-
tion they do not cater for unmet normative needs. HNA should ensure
that normative needs, met and unmet, are catered for. The HNA pro-
cess should ensure that normative needs adequately reflect felt and
expressed needs and the best scientific evidence.

Definitions of need are adapted from Spicker P. Social need. Available at: & www2.rgu.ac.uk/
publicpolicy/introduction/needf.htm
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HNA provides the opportunity for:

profiling/examining the population’s health status, describing the
patterns of disease in the local population and the differences from
district, regional, or national disease patterns

learning more about the needs and priorities of patients, and the local
population

highlighting areas of unmet need and providing a clear set of objectives
to work towards to meet these needs

deciding rationally how to use resources to improve the health of the
local population in the most effective and efficient way

influencing policy, interagency collaboration, or research and
development priorities.

Importantly, it also provides a method of monitoring and promoting equity
in the provision and use of health services and addressing inequalities in
health (see Box 1.4.3 for the case of addressing the health needs of older
people after an earthquake; and Box 1.4.4 for the case of health services
needs assessment among patients with coronary heart disease).®

Box 1.4.3 Health needs of older people after earthquake

o Objective: to compare the differences between rural and urban health
needs and the utilization of services of older people after the 2005
(October) earthquake in Kashmir.

Setting: the Neelum Valley of Kashmir, Pakistan, 4 months after the
earthquake.

Methods: a comparative, descriptive study to examine rural and
urban health needs and to compare ways in which older people
used services after the earthquake. Semi-structured interviews
were conducted to collect information regarding demographic
background, medical and drug history, self-reported health status,
health care access and utilization, and social/financial concerns.
Clinical records were reviewed. Physical indicators for older patients
also were collected on site.

Results: the health profile, access to health care, service availability,
and prevalence of non-communicable diseases was found to differ
between urban and rural settings. The greatest gap, at all sites, was
that non-communicable disease management was inadequate during
non-acute, post-earthquake medical care. Health service utilization
varied by gender: in conservative rural areas older, traditional
women were less likely to receive medical services while older men
were less likely to access psychological services in all sites.
Conclusion: findings highlight specific health needs and issues related
to long-term, chronic disease management. It is important to
strengthen capacity to respond appropriately to medical disasters,
which includes preparedness for treating the health needs of older
people.’
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Box 1.4.4 Epidemiologic health needs assessment—
coronary heart disease®’

Objective: to assess whether the use of health services by people
with coronary heart disease reflected need.

Setting: a health district in the United Kingdom with a population of
530,000.

Methods: the prevalence of angina was determined by a validated
postal questionnaire. Routine health data were collected on
standardized mortality ratios, admission rates for coronary heart
disease, and operation rates for angiography, angioplasty, and
coronary heart disease. Census data were used to calculate
Townsend scores to describe deprivation for electoral wards. The
prevalence of angina and use of services were then compared with
deprivation scores for each ward.

Results: angina and mortality from heart disease were more common
in wards with high deprivation scores. However, treatment by
revascularization procedures was more common in more affluent
wards which have low deprivation scores.

Conclusion: the use of revascularization services was not
commensurate with need. Steps should be taken to ensure that
health care is targeted to those who most need it.

A framework for assessing the health
needs of a population

Box 1.4.5 summarizes the questions or steps involved in a formal HNA
process. This seldom follows a simple linear progression through the
steps—needs assessments often develop from several steps concurrently.
HNA can be approached in much the same way as doing a jigsaw, so
that different pieces are put together to give a full picture of local health
requirements and potential interventions.

Box 1.4.5 Questions to be answered in a formal HNA
process

What is the problem? Identify the health problem to be addressed in
the defined population.

What is the size and nature of the problem? Carry out a health status
assessment for the population, covering the relevant areas of ill-
health and/or potential health gain.

What are the current services? ldentify the existing services and
interventions being delivered, focusing where relevant on quality,
effectiveness, and efficiency.

What interventions do patients, professionals and other stakeholders
want? Consult with these groups.
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What interventions does scientific knowledge recommend? ldentify
interventions by reviewing the scientific knowledge. What are the
most appropriate and cost-effective solutions? Find and appraise.
What are the resource implications? Choose between competing
ways of meeting needs (competing interventions) and decide on
competing priorities—resources are always limited.

What are the recommendations and the plan for implementation?
What agencies need to take action and by when?

Is assessing need likely to lead to appropriate change? |dentify
expected health gains and how the effect of subsequent actions can
be monitored.

Needs assessment requires careful
preparation

Undertaking needs assessment involves identifying the right issue, using
the right technical methods, and managing the process effectively. Start
with attention to defining the problem. Objectives should be clarified
and should be as simple and focused as possible. Care should be taken
not to raise unrealistic expectations. The right team should be convened,
with all relevant stakeholders, including (as relevant to the issue) the ser-
vice funders, the clinicians, and the users (public involvement) (see L
Chapters 3.4 and 6.8). Leadership is important (see EJJ Chapter 6.1), as is
clear and effective communication during the process, especially if there is
multiagency involvement. Access to relevant information and informants
should be sought at an early stage.

What is the health problem?

The focus of the needs assessment exercise should be clearly identified.
A health problem may come to attention from many sources, including
the results of a population health status assessment, input from patients
or stakeholders, government priority setting, or the scientific and profes-
sional literature.

An initial clarification of the issues can be valuable. A first step in clarify-
ing the definition of the problem is a search of the health and social sci-
ence databases for the topic. A review of the published health literature
will provide a national and international perspective about the health topic
and provide methods and results (for example, case definitions, disease
incidence and prevalence, current provision of health services) that may
be applicable to the local population.*¢ Where access to journals is limited
then search engines such as PubMed, Google, and Google Scholar can
provide useful evidence. A search of grey literature sources (for example,
public health professional bodies and government health department data-
bases) can provide models and information.

After initial clarification, it should become apparent whether the prob-
lem justifies a full and systematic needs assessment.
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What is the size and nature of the problem?

With a working definition of the health problems in mind, relevant health

status data can then be collected. This should aim to establish:

o the number of people in the studied population who are likely to be
suffering from the target condition or conditions

o their characteristics

o the extent to which they are already receiving appropriate
interventions.

Accurately estimating how many people would benefit from each of the
potential interventions is desirable but often difficult. Graham' challenges
public health to look to the future: populations and health needs change,
especially in the context of a changing climate, whereas health status data
is usually historic. HNAs should identify a timescale. Previous chapters
provide a guide to sources of information.

What are the current services?

There are several sources of data on health care in a locality. Hospital
activity data can provide information on hospital admissions, diagnoses,
length of stay, operations performed, and patient characteristics. Clinical
indicators can provide information on the comparative performance of
hospitals and health authorities.

Health care provision (e.g. numbers of family doctors per capita, num-
ber of operations per capita) is often compared with national or interna-
tional norms, although there is rarely evidence of a link between provision
and health outcome.

What do professionals, patients, and other
stakeholders want?

Consult a wide range of stakeholders to describe local health needs. Local

health professionals in primary and secondary care will have valuable

contributions to make about the health needs of their local community.

Other stakeholders, such as health authorities, local government agencies,

and voluntary groups are also important contributors, not only for their

knowledge and beliefs, but also so as to engage them in the assessment,
and encourage ownership and eventual implementation of the results.
Consult users, carers, and the public (see L] Chapters 3.4 and 6.8).

Historically, health services have been weak at involving users and the

public in decision-making about local health care. Best practice now rec-

ognizes the importance of obtaining greater public involvement: various
methods for ensuring public input to health service planning are summa-
rized below."

o Citizens’ juries: local people who are representative of the population
are selected to sit on a jury for a specified period of time. Members
are presented with information from different experts on health topics
and debate the issues surrounding them.

o Health panels: standing panels of local people representative of
population. These can be large (more than 1000 people) panels, which
are surveyed at regular intervals about key health issues, or smaller
panels where the members meet and discuss different topics. Members
are replaced at regular intervals.
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o Focus groups: groups of 6—12 participants with a facilitator who
encourages discussion about health topics, which is recorded on tape
or by an observer.

Interviews: interviews with randomly or purposefully selected
individuals to canvass their views and opinions. Users, carers, or other
stakeholders (e.g. community leaders) can all be valuable contributors.
Questionnaires: these allow structured information to be collected
from a large sample of local people on one or more health topics.
Such surveys can provide information on user satisfaction, perceived
needs, and use of health services. Other generic health measures such
as quality of life scores," or disease-specific measures can also be
included.

Specific planning methodologies: for example, meta-planning, ‘Planning
for Real’, ‘open space’ events. These are all approaches to planning
which use specific techniques to promote the involvement of local
communities and stakeholders.

What are the most appropriate and cost-effective
interventions?

An essential part of a HNA is the review of the clinical effectiveness and
cost-effectiveness of interventions that can address the identified health
needs. Evidence about the effectiveness of health interventions or ser-
vices can be found in databases of good-quality systematic reviews such as
the Cochrane Library,” or publications such as the Effective Health Care
Bulletins.'* The United States Agency for Healthcare Research and Quality™
and the UK National Institute of Health and Clinical Effectiveness’ can
also be good source of information on effectiveness and on professional
consensus on treatment. Where there is limited evidence of effectiveness
of interventions then professional consensus about best practice may have
to be relied on.

What are the resource implications?
Economic appraisal, including cost-effectiveness, should be considered if
health needs are to be met optimally with limited resources. At a practical
level this involves:"”
o determining how resources are currently spent (programme
budgeting—see LI Chapter 7.2);
o defining options for change (marginal analysis) by specifying
alternatives:
(a) identify potential services requiring additional resources
(b) identify services which could be provided at the same level of
effectiveness, but at reduced cost, releasing resources for (a);
(c) identify services that are less cost-effective than those identified
in (a)
o assessing the costs and benefits of the principal options;
o decide on the best option, aiming to increase investment in (a) and
reduce investment in services identified in (b) and (c).
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The third example in this chapter (see Box 1.4.6) shows how the needs
assessment process can help plan services, using generalizable research
and local surveys involving users.

Implementation
The information collected in the needs assessment must be clearly col-
lated, analysed, and presented. This will usually be in a written report.
A summary of key findings is useful in communicating the results to the
decision-makers and those who will be affected by the decisions.
Reporting the results, however, is not the end of the process. The HNA
should develop a plan for action. Building agreement to a practical imple-
mentation plan for meeting the unmet needs is an essential part of needs
assessment.

Does assessing need create change?

Factors that will increase the likelihood of needs assessment leading to
change are:

o consideration of the potential resource implications of the assessment
from the beginning (discussion between commissioners and assessors)
methodological rigor to ensure that the results are valid and believed
ownership of the project by relevant stakeholders from the start and
effective involvement during the work

effective dissemination of the results (see [ Chapters 6.4 and 6.5) the
existence of a practical plan for implementing the necessary actions to
partly or fully meet the identified unmet needs.
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Box 1.4.6 Health needs assessment in an English prison '®

Objective: to quantify the need for alcohol interventions in a prison
population and to make recommendations.

Setting: a large prison in the south of England.

Methods: epidemiological data from national prison surveys were
applied to the prison population, taking into account age, gender,
ethnicity, and sentence/remand status. Expected incidence and
prevalence of alcohol problems was compared with data from prison
records of alcohol interventions. Semi-structured interviews were
carried out with a sample of prison staff, service providers and some
prisoners. Information on national policy, the impact of alcohol

and evidence of effectiveness was also used to highlight issues for
attention.

Results: dependent drinkers were very likely to be identified and
treated appropriately. However, there were substantial gaps

in services for people with less severe problems (particularly
identification and brief advice as recommended nationally). Alcohol
services provided relatively little monitoring data and there

were questions about value for money of some interventions.
Recommendations for improvement were made.

Conclusion: prison staff were keen to make improvements and
recognized that, despite the damage it causes, alcohol misuse
receives little attention when compared with drug services. The
project helped to quantify service requirements and opened a
dialogue about the re-alignment of alcohol services.

HNA starts from the health of a defined population and results in pro-
posals (for policy, programmes, strategy, plans. or other developments).
Health Impact Assessments (HIAs); see [J Chapter 1.5) start from pro-
posals and compare how they may affect population health and health
inequity. Table 1.4.1 shows the similarities between these two approaches.
HNAs can be useful inputs to HIAs.
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Table 1.4.1 Comparison of HNA with HIA

HNA

HIA

Starting point

Primary output

Does each approach
take account of
inequalities and aim to
improve health?

Involve stakeholders

Involve sectors
outside health sector

Based on determinants
of health

Use best available
evidence

Population

Inform decisions
about strategies,
service priorities,
commissioning, and
local delivery plans,
and inform future
HIAs

Yes: describe health
needs and health
assets of different
groups in local
population

Ideally (dependent on
resources)
Sometime

Sometime

Always

Proposal (policy, plan.
programme or project)
within or outside the
health sector

Recommendations to
maximize beneficial,
and minimize adverse,
effects on health.
These are made

with reference to a
specific proposal and
are made to inform
decision-making.

Yes: identify how
proposals may affect
the most vulnerable
groups in population.

Vldeally (dependent on
resources)

Always

Always

Always

Conclusion

HNAs should, ideally, be an expression and analysis of community need.
Care should be taken over the dissemination and storage of these reports.
They will contain valuable information about local communities and so
confidentiality may be an issue. They will also be of great use to local
communities and to other services and so the results should be shared. It
must also be acknowledged that health needs are not static: assessments
provide snapshots of the needs of the local population. Health needs and
the health and social care services that try to address them are always
changing. It is important to ensure that the assessment work is reviewed
and updated and that service delivery is in line with current and projected
health needs for all groups and individuals within any given community.
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of Health, London.
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1.5 Assessing health
impacts

Alex Scott-Samuel, Kate Ardern,
and Martin Birley

Objectives

By reading this chapter you will become familiar with:

o the background and policy context of health impact assessment (HIA)

e current and emerging concepts and methods of HIA

o the impact of HIA

o an approach to conducting rapid and comprehensive prospective HIAs
on major public policies, programmes, and projects.

Definition and scope

HIA is ‘a combination of procedures, methods and tools by which a policy,
programme, or project may be judged as to its potential effects on the health
of a population, and the distribution of those effects within the population’.'
HIA also identifies appropriate actions to manage those effects. It may
focus on projects such as a new factory, housing development, or health cen-
tre, programmes such as crime reduction or urban regeneration, or policies
such as an integrated transport strategy or a youth unemployment policy.
On a broader scale, HIA can be employed to assess global public policies in
areas such as international trade, war, and human rights.

HIA builds on the fact that a wide range of economic, social, psycho-
logical, environmental, and political influences determines a community’s
health. It is important to try to estimate these influences on health pro-
spectively and so HIA ideally precedes the start of the project, programme,
or policy concerned.

The aims of prospective HIA are:

o to systematically assess the potential health impacts, both positive

and negative, intended and unintended, of projects, programmes, and

policies
o to improve the quality of public policy decisions by making

recommendations that are likely to enhance predicted positive health
impacts and minimize negative ones.

The key output of an HIA is a set of evidence-based recommendations
for beneficially modifying a proposal so that its overall health impacts are
enhanced and any potential health inequalities are minimized.
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The importance of health impact

assessment

HIA is an important public health method because it:

® promotes equity, sustainability, and healthy public policy in an unequal

and frequently unhealthy world

improves the quality of decision-making in health and partner

organizations by incorporating into planning and policy-making the

need to address health issues

emphasizes social and environmental justice (it is usually the already

disadvantaged who suffer most from negative health impacts)

involves a multidisciplinary approach

e encourages public participation in debates about public health,
planning, and other public policy issues

o gives equal status to qualitative and quantitative assessment methods

o makes values and politics explicit and opens issues to public scrutiny

o demonstrates that health is far broader than health care issues.

HIA is used in public policy decision-making in a wide and rapidly increas-
ing range of economically ‘developed’ and ‘less developed’ countries
throughout the world. HIA has had a high profile in countries of the South
since the 1980s.2 The remainder of this section documents more recent
developments in the North.

Europe

The UK,** The Netherlands, and Sweden were the first countries in Europe
to establish HIA programmes. In The Netherlands, HIA became govern-
ment policy in 1995, following which a screening programme on new
policy and legislation was introduced. In Sweden, HIA has been used since
1998 at local government level to assist in achieving local public health
targets. The World Health Organization’s (WHQO) European Centre for
Health Policy, together with other European partners, initiated a project in
1999 to bring together available experience and try to reach a consensus
on how HIA can best be used to improve health policy development. The
most important outputs of this project have been the Gothenburg consen-
sus statement' and the generally raised levels of awareness of HIA both in
European countries and in the European Commission (EC).

There has been considerable interest in the European Union (EU) in
incorporating HIA into the development of EU policy. In 2001 the EC
Directorate General for Health and Consumer Protection (DG Sanco)
commissioned the development and piloting of a methodology for HIA of
European policy. The resulting European Policy Health Impact Assessment
(EPHIA) guide was published in 2004.°

The EC has also implemented a system of integrated impact assessment
(IIA) of all EU policy. IIA implies the relatively superficial impact assess-
ment of policies on a number of different dimensions. This was partly a
response to the range of assessments, for example, environmental, health,
gender, economic, being carried out on new European policies. The EC
system has however been criticized for the undue influence of the corpo-
rate sector on its operation.®
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United Kingdom
There has been strong national support for HIA in the UK, where both
central government and the devolved governments in Scotland and Wales
have commissioned substantial HIA programmes. The Greater London
Assembly has carried out HIAs on London’s culture, urban renewal, trans-
port, energy, housing, and waste management strategies. HIAs have been
undertaken as part of the planning process for major capital developments
within the National Health Service. The UK Faculty of Public Health has
included HIA as a core competency for all public health professionals.
The UK’s HIA Gateway’ has enabled the sharing of good practice and
lessons learned from undertaking HIA and provided an evidence base for
HIA theory, practice, and evaluation.

North America

In Canada, health has featured within environmental impact assessments
(ElAs) since the 1980s. HIA as a separate procedure was first incorporated
into the legislative framework of British Columbia in 1993, although this
pioneering initiative subsequently lapsed. HIA has since been introduced in
a number of Canadian provinces, including Nova Scotia and Quebec.

In the USA, while health considerations have similarly played a role
within EIA, HIA was slow to emerge. Pioneering late 1990s projects were
undertaken in California (San Francisco and Los Angeles) and in Minnesota.
In 2002 a meeting at the Harvard School of Public Health assessed the pos-
sibilities for HIA within the USA.® The change of government in 2008 led
to increases in the profile ofand the funding for HIA*™

Australasia

Both Australia and New Zealand developed health-focused EIA in the
1990s. More recently, in 2004, the New Zealand government launched a
policy tool for HIA." In the same year an Australian-New Zealand collab-
orative project developed and piloted an equity-focused HIA approach.™

Globally

At a global level, the WHO has a HIA adviser at its Geneva headquarters,
and has published a special issue of its Bulletin®® on HIA. The WHO has
also played a major role in promoting the consideration of health within
strategic environmental assessment (SEA). SEA is concerned with the stra-
tegic impact of policies and has been the subject of policy and legislation
by the EC and by the UN Economic Commission for Europe.

The potentially important role of health impact assessment in global
public policy is beginning to be recognized."*™ HIA is increasingly used by
global agencies such as the World Bank and by transnational corporations,
especially the oil and gas and mining and minerals sectors. The Equator
Principles' are a set of benchmarks used by lending banks for managing
environmental and social issues in development project finance globally.
They have become the global standard for banks and investors on how to
assess major development projects and are used by over 60 major finan-
cial institutions around the world.

A key influence on the globalization of HIA during the next decade
will be the report of the WHO’s Commission on Social Determinants of
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Health."” The report proposed widespread adoption of and capacity build-
ing for ‘health equity impact assessments’ of economic, trade and other
key public policies.

The HIA process

Advantages

As the number of HIA studies grows, accumulating evidence shows that
HIA can draw attention to potential health impacts in a way that permits
constructive changes to be made to project or policy proposals. This has
potentially enormous benefits for major developments, which are costly or
propose significant change to existing service provision or organization.

Disadvantages
However, potential drawbacks to the adoption of HIA as a routine part
of planning include the limited capacity and capability to undertake HIA.
Therefore, whilst this chapter describes a comprehensive approach to
HIA, we appreciate that time and resources may dictate a more con-
densed approach. There has been considerable interest in the use of ‘rapid
HIA’ and a range of tools is available.>"'®

In both comprehensive and rapid HIA, it is important to distinguish
between procedures and methods for HIA (see Figure 1.5.1):
o procedures are frameworks for planning and implementing HIAs
o methods are the systems for carrying them out.
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Procedures Methods

Apply screening
criteria to select
project or policy

Establish steering
group

Policy
analysis (if
appropriate)

Agree terms of
reference for
assessment

Profiting of
communities

stakeholders and evidence from
key informants previous reports

Conduct
assessment

Appraise the
assessment

!

Identify health
determinants
affected

Assess
evidence
Establish

priority impacts

Recommend and
justify options for
action

Negotiate
favoured options

Implement and
moniter

Evaluate and
document

Figure 1.5.1 Stages in the HIA process.

Managing a health impact assessment:
procedures

There are four procedures in the HIA process:

® screening

o steering group, terms of reference, and scope of HIA
o negotiation of favoured options

e implementation, monitoring, and evaluation.

Screening

The issues on which the selection of candidates for HIA is based are listed
in Box 1.5.1. Potential projects, programmes, or policies should be rapidly
assessed with regard to their likely performance in relation to each of these
issues. While the procedure is necessarily crude, it can give a useful indica-
tion of how resources for HIA can be most effectively deployed. For the
remainder of the sections describing procedures and methods, the term
‘project’ is used to refer to projects, programmes, or policies.
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Box 1.5.1 Health impact assessment screening procedure:

e Economic issues:
* the size of the project and of the population(s) affected
¢ the costs of the project, and their distribution.
o Outcome issues:
* the nature of potential health impacts of the project
* the likely nature and extent of disruption caused to communities
by the project
* the existence of potentially cumulative impacts.
e Epidemiological issues:
* the degree of certainty (risk) of health impacts
* the likely frequency (incidence/prevalence rates) of potential
health impacts
* the likely severity of potential health impacts
* the size of any probable health service impacts.

During HIA screening, there is a general need to give greater prior-
ity to policies than to programmes, and to programmes than to projects,
all other things being equal. This is due to the broader scope—and hence
potential impact—of policies compared with programmes and to projects.
Another strategic consideration is that HIA should be prospective wher-
ever possible. Timing may be affected by planning regulations and other
statutory frameworks, such as whether the project requires an EIA. The
relevance of the HIA to local decision-making is another key concern.

Steering group, terms of reference, and scope
Following screening and project selection, a multidisciplinary steering
group should be established to agree the terms of reference (ToR) of
the HIA, and to provide advice and support as it develops. Its member-
ship should include representatives of the commissioners of the HIA, the
assessors carrying it out, the project’s proponents, affected communities,
and other stakeholders as appropriate. Members should ideally be able to
take decisions on behalf of those they represent.

The ToR provide a quality assurance procedure for the HIA. They are
project specific, but should always include:
steering group members’ roles, including those of chair and secretary
the nature and frequency of feedback to the steering group
the HIA methods to be used
the form of the project’s outputs and any associated issues, e.g.
ownership, confidentiality, and copyright
the scope of the HIA: what is to be included and excluded, and the
boundaries of the HIA in time and space
an outline programme, including any deadlines
the budget and source(s) of funding.
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Negotiation of favoured options (following the identification
and prioritization of impacts)

Consideration of alternative options does not conclude the process. Even
when there appear to be clear messages regarding the best way forward,
it cannot be assumed that these will automatically be adopted. Achieving
agreement on options for mitigating or enhancing predicted health impacts
requires skillful negotiation on the part of those involved.

Implementation, monitoring, and evaluation
To some extent, a HIA is analogous to an audit cycle in which the results
of subsequent monitoring and evaluation in turn influence the continu-
ing operation of the project. The indicators and methods proposed for
monitoring depend on the nature and content of the project, and on the
perceived importance of this stage of the assessment."

In HIA, outcome evaluation is constrained by the fact that negative
impacts that have been successfully avoided (or weakly positive ones that
have been successfully enhanced) due to the modification of the project
will clearly not be identifiable. In practice, things are rarely this perfect
and it may be possible to construct and compare notional and actual out-
comes relating to the originally proposed and actual post-HIA projects.
Multi-method assessments of specified outcomes (triangulation) should be
undertaken where feasible, in order to increase validity.

Process evaluation involves the assessment of HIA procedures and
methods against the terms of reference initially agreed by the steering
group; impact evaluation—arguably the most important evaluation ele-
ment—involves the assessment of the extent to which the agreed recom-
mendations of the HIA were successfully implemented.

A consistent finding of a number of studies is that undertaking HIA has
produced unpredicted beneficial outcomes such as improved local partner-
ships, raising the profile of health issues on the political agenda, reducing
social exclusion, empowering and engaging local communities, and improv-
ing and informing the quality of local decision-making.

Methods for assessing health impacts

The range of methods used for HIAs should reflect the nature and com-
plexity of the subject matter. It is important to use all methods and involve
all disciplines that may contribute to the overall task, commonly:

policy analysis

profiling of affected areas/populations

identification of potential positive and negative health impacts
assessment of perceived health risks

quantification and valuation of health impacts

ranking the most important impacts

consideration of alternative options and recommendations for
management of priority impacts.

Before looking at these methods, we will discuss the key area of
participation.
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Participation in HIAs

The process of HIA requires broad participation if a comprehensive pic-
ture of potential health impacts is to be established. Public participation
throughout the HIA is essential, both to ensure that local concerns are
addressed and for ethical reasons of social justice. The cooperation and
expertise of a wide range of stakeholders and key informants will be
needed, including:

o those involved at all levels in the project

those likely to be directly affected by the project

others who have knowledge or information of relevance to the

project and its outcomes, e.g. local shopkeepers or service providers,
community groups

local or outside experts whose knowledge is relevant to the project
relevant professionals, e.g. family practitioners, public health nurses,
social or community workers

o voluntary organizations.

Barnes? has identified the importance of using robust and well-planned
methods of community participation in adding value and credibility to HIA
recommendations. She also highlights the need for HIA practitioners to
understand and record people’s health experiences which underlie rou-
tinely collected statistics. Exclusive reliance on quantitative methods may
oversimplify the complexity of real-life situations.

Policy analysis

HIAs of policies will require initial policy analysis to determine key aspects

that the HIA will need to address; this may build on or use material already

available from earlier policy development work.> Key aspects include:

e content and dimensions of the policy

o socio-political and policy context

o policy objectives, priorities, and intended outputs

o trade-offs and critical sociocultural impacts which may affect its
implementation.

Profiling of affected areas/populations

A profile of the areas and populations likely to be affected by the project is
compiled using available socio-demographic and health data and informa-
tion from key informants across the public and non-statutory sectors. The
profile should cover groups whose health could be enhanced or placed at
risk by the project’s effects. Vulnerable and disadvantaged groups require
special consideration.

Identification of potential positive and negative

health impacts

The range of potential health impacts identified in a HIA depends on the
definition of health that is employed. Like most governments and the
World Health Organization, we recommend using a socio-environmen-
tal model that features a wide range of linkages by which projects can
impact upon health, and a causal model of health impact in which a proj-
ect changes the prevalence of health determinants and this, in turn, may
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change the health status of the affected population groups. Table 1.5.1
presents the health determinants most often encountered in HIA.

Methods for identifying the potential health impacts of a project will
vary according to the human and financial resources available. Clearly,
a short workshop discussion involving a group of stakeholders around a
table will employ different methods from a comprehensive assessment.
Ideally, impact identification should involve qualitative fieldwork (typically
interviews, focus groups and/or workshops, and sometimes Delphi studies
or scenarios) and quantitative studies, such as mathematic modelling of
project outcomes, surveys, and economic analysis.

Respondents will include relevant experts and purposive samples of key
informants, including affected subpopulations. Literature searches are also
employed in impact identification. The essential aim, whichever methods
are used, is to systematically consider the range of potential changes to
health determinants and outcomes likely to result from the development/
construction and operation of the project.

Assessment of perceived health risks
Perceptions of risk are, when possible, recorded at the time of identifica-
tion of potential impacts. In some instances existing evidence will permit
precise assessment of risk. In many cases, however, risk assessment will
be based on subjective perceptions. Assuming adequate sampling, such
subjective risk data are arguably no less valid or important than are more
precise technical data—particularly where sensory perceptions (such as
increased noise or smell, or deterioration of outlook) or experiences
(such as discrimination) are concerned. Petts et al.?' have produced a use-
ful guide to understanding what influences people’s assessment of risk.
Risk perceptions can be recorded using simple scales of measurability
(potential impacts are characterized as qualitative, estimable, or calcula-
ble) and of likelihood of occurrence (definite, probable, possible or specu-
lative). The temptation to quantify such scales should be resisted—such
numbers could not be compared or manipulated with validity and would
carry a spurious authority.

Quantification and valuation of health impacts

[t may prove possible to assess the size of quantifiable (estimable/calcu-
lable) impacts at the time they are identified by informants; in other cases
this will need to be done separately, e.g. through reviews of previously
published evidence. The same applies to valuation—although evidence
on the resource implications and opportunity costs of potential impacts
will often prove hard to come by. However, such data can in principle
be made comparable using QALYs or DALYs, or other such cost-utility
measures. Some authors have described mathematic modelling methods
used to quantify health impacts, particularly in relation to environmental
impacts on health, such as air pollution, road accidents, and methods of
waste disposal. The Foresight Vehicle Initiative HIA undertaken for the
UK’s Department of Trade and Industry? used modeling, and health and
transport economic forecasting to quantify the health impacts of innova-
tions in road transport technology.
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Table 1.5.1 Health determinants encountered in HIA

Categories of health Examples of specific health determinants
determinants

Biological factors Age, sex, genetic factors

Personal and family Family structure and functioning, primary/
environment secondary/adult education, occupation,

unemployment, income, risk-taking behaviour,
diet, smoking, alcohol, substance misuse,
exercise, recreation, means of transport (cycle/
car ownership)

Social environment Culture, peer pressures, discrimination, social
support (neighbourliness, social networks,
isolation), community/cultural/spiritual
participation, crime

Physical environment Air/water quality, noise, smell, view, housing
conditions, working conditions, public safety,
civic design, shops (location/range/quality),
communications (road/rail), land use, waste
disposal, energy, local environmental features

Public services and Access to (location/disabled access/costs), quality

public policy of primary/community/secondary health care,
child care, social (security) services, housing,
leisure amenities, employment, public transport,
law and order, other health-relevant public
services, non-statutory agencies and services,
equity/democracy in public policy.

Ranking the most important impacts

Encourage informants to prioritize/rank the potential impacts that they
identify. Once all the initial evidence has been collected, a priority-setting
exercise should be carried out. Because of different perceptions of risk
there will rarely be complete consensus; criteria may need to be agreed so
that the views of all informants are adequately reflected and valued. Such
criteria are likely to include the frequency with which potential impacts are
identified, the probability of occurrence, severity/importance, and public
and political opinion.

Consideration of alternative options and recommendations
for management of priority impacts

Unless there is total consensus, a series of options for providing the opti-
mum health impact of the project being assessed should be defined and
presented. The ultimate result will be an agreed set of recommendations
for modifying the project such that its health impacts are optimized—in
the context of the many and complex constraints that invariably con-
stitute the social, material, and political environment in which it will be
undertaken.
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Communicating with key stakeholders is critical to the success or oth-
erwise of an HIA. There are often political and organizational systems
that require formal feedback such as local authority committees, health
service boards, and local strategic partnerships. A HIA that is submitted
to a planning enquiry will sometimes require a nominated senior officer
to give evidence.

Recommendations

If HIA is going to be a worthwhile exercise it is crucial that it is able to
demonstrate both effectiveness and efficient use of resources. Therefore
it follows that any recommendations resulting from HIA studies should:

o be practical

aim to maximize health gain and minimize health loss

be socially acceptable (a degree of pragmatism may be inevitable)
consider the cost of implementation

consider the opportunity cost

include preventive as well as curative measures

be prioritized in terms of short-, medium-, and long-term objectives
identify a lead agency or individual

identify the drivers and barriers to change

be acceptable to the lead agency

be capable of being monitored and evaluated.

The list given above is, of course, not definitive and as HIA develops other
criteria will be added. Too often, however, recommendations are of a
general, rather than a specific nature, which makes monitoring difficult if
not impossible. Also, if there was poor teamwork the recommendations
may only reflect one person’s viewpoint and may fail to appreciate the
logistics of implementation. It will also mean that key agencies do not feel
that they have ownership of the recommendations.

The impact of HIA

HIA has been applied to a wide range of policies, programmes, and
projects and has had significant influence on policy making and planning.
Examples of its effectiveness in the UK include the Finningley airport
study? which resulted in the incorporation of an independent airport
health impact group into the regulatory framework for an airport, and the
Greater London Assembly’s HIA programme,* which modified a range
of London’s socioeconomic and environmental strategies. A series of 17
European case studies documented many examples of positive impacts of
HIAs in a range of European countries.”® However, systematic documen-
tation of the impacts of HIAs remains the exception; it needs to become
the rule if the future of HIA is to be guaranteed.
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Some conceptual and methodological
issues

Science or art?

HIA is a decision support process that draws on a scientific knowledge
base. Each HIA is specific to a location in time, space, and local conditions,
although its evidence base can be evaluated, and the rigor with which pro-
cedures and methods are implemented can (and should) be assessed.

Uncertainty

Uncertainties encountered during the undertaking of HIAs frequently dic-
tate the need to make assumptions: these are often acceptable, but should
be declared explicitly.

Timing

HIA should take place early enough in the development of a project to
permit constructive modifications to be carried out prior to its imple-
mentation, but late enough for a clear idea to have been formed as to its
nature and content.

Cost and depth

The financial and opportunity costs of undertaking HIA dictate the need
both to screen candidate projects and also to have available a range of
methods according to the depth of analysis required.

Climate change and peak oil

The world is entering a new epoch dominated by climate change and oil
scarcity. These twin challenges are likely to amplify existing health risks
and inequalities.?® As a consequence, projects that are designed today will
have to operate in an energy regime that uses at least 80% less oil. Oil
usage and greenhouse gas emissions will have to be reduced significantly
in project inputs and outputs—and in HIA recommendations.

Politics

Although HIA is itself part of the political process, external political
imperatives may sometimes inappropriately determine the outcome of
the decision being assessed. Disagreements or power inequalities between
different stakeholder factions may be similarly important. Health impact
assessments will often be taken out of context to justify pre-set politi-
cal positions. None of this ‘policy-based evidence making’ should deter
us from continuing to use this innovative approach to promote healthy
public policy.
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1.6 Economic assessment

Peter Brambleby

Objectives

This chapter will help the reader to:

o understand the tools, techniques and approaches of health economics

o apply a health economics way of framing a discussion when the need
arises in management situations

® pose better questions when important choices are apparent and when
the help of a professional health economist is involved.

What is health economics?

Health economics is concerned with managing scarcity, supporting deci-

sions and evaluating results, where resources are deployed in health and

health care (see Box 1.6.1). All professional health care activity involves

making choices. This can be particularly challenging in promoting health,

preventing disease and treating ill health since:

o the outcome may be attributable to multiple interventions

o the outcome may not be evident for several years

e resources are insufficient to meet all the need (ability to benefit from
an intervention) and demand (what patients or the caring professions
ask for)

o the evidence base on outcomes and resources is often incomplete.

The practitioner often has to make, or advise others on making, choices

such as:

o deciding whether or not to introduce a new intervention or service

o deciding how one could go about comparing many bids for new money
when only a few of the bids could be funded

o deciding the best way to find how to take money out of a service.

Whether one is involved with the planning or the delivery of health care,
the job involves many complex choices. In predominantly publicly-funded
systems (such as the UK’s NHS), or public/private mixed economies (such
as most of continental Europe), there is the added dimension of having to
be publicly accountable for stewardship of scarce resources. The techniques
of health economics help to expose the trade-offs between the options and
make the decision-taking process open to scrutiny and participation.

Box 1.6.1 Health economics

Health economics is a discipline that brings a systematic approach to the
management of issues of scarcity and choice in health care.
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Despite its name, economics is not primarily about ‘making econo-
mies’ nor even about money. Money is just one type of resource. Other
resources include people, time, and buildings. Costs can be tangible and
easy to ascribe a monetary value to, such as medicines, staff, or journeys
to hospital, or they can be intangible, such as pain and disability. All types
of cost are potentially relevant, though are some are set aside in particular
applications. Economic appraisal is about relating costs to outputs and
outcomes. It is about return on investment in health and health care. It
is therefore just as concerned with evidence of effectiveness as it is with
resources.

The steps of economic appraisal often follow this sequence:

e What are we trying to achieve?

o What are the different ways of achieving this (the options)?

o How do these options compare with each other, taking adverse effects
into account as well as benefits?

o What costs are involved for each option, taking not only health-care
factors and intangible costs into consideration, but other factors such
as costs to social services or to the patient?

Similarly, if a service might be stopped, the considerations are:

o What are we trying to achieve?

o What are the different ways of achieving this (options)?

o What benefits will be lost with each option?

o What resources will be released with each option?

o If resources might be redeployed, what is the net gain and net cost (or
saving)?

Health economics provides a means of handling these decisions. It can
be regarded as a way of framing the discussion (a shared perspective on
problem-solving that decision-makers find useful), and as a particular set of
tools and techniques to articulate the costs, benefits, and trade-offs.

Health economics as a way of thinking

Health economics is not a substitute for thought, but a way of organiz-
ing it." It is not a technical fix that tells you precisely what to do.?” The
approach is utilitarian—trying to get the greatest good for the greatest
number, and concerned with efficiency—getting the greatest outcome from
a fixed amount of resource.

Although these are the health economist’s starting points, they need
not necessarily be adopted as the deciding criteria when decisions are
taken. The gulf between what is possible and what can be afforded (by
the individual or the state), and the inevitability of having to choose, is the
starting point for economic appraisal. Health economics recognizes the
existence of trade-offs inherent in any system. Choice involves sacrifice.
It is perfectly legitimate to trade-off some efficiency for the sake of other
considerations, such as equity. Equity can be described as the willingness
to give a protected ‘fair share’ to a particular group in society in need,
even if that does not maximize total outcomes from the available resources
for the population as a whole. It serves to emphasize that choices are
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not free—there is an opportunity cost (benefit foregone) once resources
are committed. In other words, once resources have been committed,
the real cost is not the monetary value, but the best alternative use to
which that resource could have been put. Just like many other disciplines
that contribute to the practice of public health (e.g. epidemiology and
sociology) economic appraisal is concerned with whole populations and
not just individuals.

Economic evaluations

Economic evaluations deal with the relationships between costs and
outcomes when choices have to be made between competing options.
Sometimes the outcomes are the same and the issue is simply ‘which
option consumes least resources, taking all costs into consideration?’ In
this situation the appropriate tool is cost minimization analysis.

More often the costs and outcomes are both different, but the units in
which the outcomes are measured are the same (for example, years of
life added for choices between cancer treatments; peak expiratory flow
rates for choices between asthma treatments; or successful live births in
choices between infertility treatments). In such cases the appropriate tool
is cost-effectiveness analysis.

Sometimes the choice is between very different types of outcome,
measured in very different units, and with very different costs. An example
would be deciding whether to put some additional resources into cancer
care, orthopaedics, or diabetes. The issue is one of finding a common
set of units such as QALYs to allow a ‘cost per QALY’ comparison on a
like-for-like basis. The term given to appraisals that convert different sorts
of outcome into these common ‘utility’ units is cost-utility analysis. The
great advantage of this approach, despite the limitations of ascribing QALY
units, is that it allows comparisons between very different interventions,
and that is helpful to policy makers in pursuit of allocative efficiency (see
Box 1.6.1).

Sometimes it is simply a question of weighing up whether the costs of
a new intervention outweigh the benefits or not, and whether it should
go ahead at all. Costs and benefits are both ascribed a monetary value in
order to make the comparison. This is cost-benefit analysis. (Note that
‘cost-benefit analysis’” has a precise meaning and is not a blanket term for
all comparisons of costs and outcomes—a better phrase to describe these
techniques collectively is economic appraisal.)

The tools for addressing these situations are shown in Box 1.6.2.
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Box 1.6.2 Forms of economic evaluation

Cost minimization analysis: when the outcomes (benefits) of
alternative interventions are the same in terms of volume and type,
the cheapest programme should be chosen on the grounds of
efficiency. For example, choosing between a branded and a generic
antibiotic to treat a streptococcal infection.

Cost-effectiveness analysis: when both the costs and outcomes of
alternative interventions are different, then the efficient choice is that
intervention, which costs least to produce a unit of outcome (such
as a life saved), for example, choosing between two interventions of
different cost and effectiveness that both lower blood pressure in
people with hypertension.

Cost-utility analysis: when the outcomes from alternate interventions
are not the same, then a ‘common outcome currency’ (such as a
QALY) is used as a measure of benefit and to enable comparisons
to be made between interventions. Choice of intervention will then
depend on the cost of producing a unit of the chosen currency

(e.g. the cost per QALY), for example, choosing between hip
replacements, coronary artery bypass grafts, and haemodialysis for
the next year’s investment.

Cost—benefit analysis: the preceding evaluative methods all leave

the outcome/benefit side of the equation in ‘natural’ units (clearing
infection, lowering blood pressure, QALYs, etc.). Cost-benefit
analysis places monetary values on these benefits (to enable direct
comparison between the inputs and the outcomes. This analysis can
help to decide whether to do something at all or not (for example,
if the value of the input is greater than the output it might be better
not to do it), or when choosing between options to assess which
gives the greatest ratio of outcome to input. An illustration of this
application might be whether or not to invest in installing crash
barriers along a 10-mile stretch of road to avoid road traffic deaths
and injuries (where deaths and injuries are ascribed a monetary
value).

Additional concepts

The appraisal tools described above are a simplification of the decision-
guiding process. A health economist will also apply an annual percentage
‘discounting’ to costs and benefits that fall at some time in the future to give
them all a present-day value (this could be of the order of, for instance,
6% per annum). A benefit in the future is valued less highly than a benefit
today (hence, the value of a benefit only available at some time in the
future is ‘discounted’).

A sensitivity analysis would also be done to several values, rather than
single point estimates, since data on costs and outcomes are seldom
precise. This yields a range of estimates to assist decision-makers.
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Priority setting through programme
budgeting and marginal analysis

A pioneer of programme budgeting and marginal analysis (PBMA) was

Professor Alain Enthoven, who took it from its application to the American

armed forces and applied it to health care planning (or purchasing) at the

population level. He endorsed its use in the UK NHS in his 1999 Rock

Carling Fellowship review.®
An entire issue of Health Policy’ was devoted to articles on this topic.

Table 1.6.1 gives an outline of PBMA.

The UK Department of Health, with parallels in other parts of the UK
NHS, has been exploring PBMA. This was promised by the 1997 Labour
government in its first major policy document on health The New NHS:
Modern, Dependable (London, 1997):

o Para 6.22: ‘Partnerships between secondary and primary care
physicians and with social services will provide the necessary basis for
the establishment of ‘programmes of care’, which will allow planning
and resource management across organisational boundaries.’

o Para 9.18: ‘Efficient use of resources will be critical to delivering the
best for patients. It is important that managers and clinicians alike have
a proper understanding of the costs of local services, so that they can
make appropriate local decisions on the best use of resources.’

Another significant strand of policy was the creation of the NICE, now
emulated in many other countries around the world, which appraises
evidence of effectiveness and cost-effectiveness and publishes technology
appraisals and clinical guidance (see S http://www.nice.org.uk/).

Is health economics different from
conventional economics?

From the conventional point of view of economics, health care is unusu-
al."® Standard economic ideas of supply and demand are often difficult
to square with the reality of how health-care systems actually function.
In virtually all countries demand for health care is mediated through a
medical professional-—consumers are not sovereign as in a typical market
model. Patients need the help of a clinician to identify what their state of
health really is, what their health-care needs are, and what interventions
are appropriate to address them. This is known as the agency role of the
health professions.

Both supply and demand for health care, especially secondary health
care, are heavily regulated and managed. Complex insurance markets—
run by the state, the independent sector, or a mixture of the two—have
grown up in response to the inherent uncertainties of illness and the
costs of treatment. Governments can play a significant part in health-care
regulation, from setting rules about practitioner qualifications through to
resource allocation, standard setting, and direct control of provision.
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Table 1.6.1 Programme budgeting and marginal analysis (PBMA)

Action

Comments

Define health care
programmes

Establish programme
management groups

Understand the chosen
programmes

Define subprogrammes
of care (if it helps)

Focus on marginal
change

Identify incremental
‘wish lists” (and
decremental ‘hit lists’)

Make proposals based
on relative benefits
generated by changes in
spending

Consider equity and
policy implications

Consult

Choose where to
invest and where to
disinvest; evaluate
results and share the
learning

Break down the priority setting process into
more manageable and meaningful programmes
(e.g. client groups, specialties, disease groups) and
define health care objectives and outputs for each

Management groups (clinicians, managers, user
representatives) are responsible for priority
setting within their programme

Identify current spending on, and broad outputs
from, each programme.

Identify further breakdowns in programmes, with
estimates of spending and defined objectives

Most priority setting concerns changes to existing
services, i.e. changes at the margin. Therefore,
most attention can be paid to changes within,
rather than between programmes. However,

do not be afraid to look across programmes

for a population, perhaps spread across several
providers, and examine marginal changes
between programmes. Just bear in mind that
the management challenge of shifting resources
between programmes is considerable, and needs
agreement in principle at the outset.

Given extra (or fewer) resources, what services
should be expanded (or reduced) to deliver a
closer fit with the programme’s stated objectives?

What would be implemented from the wish lists
if specific amounts of money were made available
or taken away?

The steps above focus on efficiency—getting
more health care/healthiness for each unit of
resource—but check against other considerations
such as ‘fair shares’, local strategy and national
policy.

Out of necessity ‘point estimates’ of cost and
outcome are used in PBMA, If you can, conduct
a sensitivity analysis. Do not let the veneer of
scientific precision blind you to the underlying
value judgements. PBMA helps clarify and
organize thought. It is imperative to check the
assumptions with those most affected

Having identified new patterns of spending based
on clinical and economic evidence, decisions
need to be taken to implement changes and
then evaluate them. Share the learning by
disseminating your experience.
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The importance of the margin

Another important concept in health economics is that of the margin—the
cost of the next (or one additional) unit of input or the benefit of the next
unit of output. The importance of this is that in health care many choices
are made about relatively small incremental changes in service (either to
increase or decrease), rather than whole-scale strategic shifts. The issue is
often described thus: ‘What is the extra cost over and above what we pay
now, and what is the extra benefit? (The reverse applies for disinvestment
decisions: ‘What resources do we release and what benefits do we lose?’)
A related concept is the stepped cost.

Examples

Suppose a cardiac surgery unit is built, staffed, and equipped to deal with
900 patients a year and funded accordingly. This would mean all the
costs—'fixed costs’ (like buildings), ‘semi-fixed costs’ (like staff salaries),
and ‘variable costs’ (like medicines)—were covered. Suppose that with
this complement of buildings, the staff and equipment could actually cope
with a further 50 patients. The additional (marginal) cost of each extra
patient up to 50 would be relatively small, and chiefly reflect the ‘variable
costs’. However, a point would come when, to accommodate just one
more patient, extra staff would have to be taken on or a new ward built—
that would be a substantial ‘stepped cost’.

To see the relevance of this, imagine you are a health care purchaser
with 200 extra patients requiring cardiac surgery and three cardiac centres
within reasonable travelling distance for your population. It would be in
everyone’s interest to try and spread that additional workload between all
three centres if that would enable them all to work closer to capacity, but
if that were not possible, then it might be better to make a single strategic
investment (stepped development) at just one.

The same applies to benefits. Suppose an immunization programme
reaches only 80% of the child population. An additional £50,000 might
enable a further 10% to be reached, but the addition of a yet another
£50,000 on top of that might only enable a further 5% to be reached. In
common parlance this is ‘the law of diminishing returns’; to the economist
it is known as ‘diminishing marginal benefit’.

The important points to remember are that average cost and benefit
(total cost divided by total benefit) can differ substantially from marginal
cost and benefit. Marginal cost and marginal benefit do not increase (or
decrease) in a smooth linear fashion, they tend to go in steps.

A further important point is that harm arising from unintended conse-
quences and known adverse effects of powerful therapeutic interventions
tends to rise in linear fashion or accelerate, rather than diminish. There
may come a point where increasing inputs lead to net added harm and
past the point of optimal health investment.
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Ethics and equity

The ethical stance of health economics is sometimes questioned by clini-
cians because the utilitarian approach can seem to be at odds with the
‘Hippocratic’ ethic of doing the very best for the individual in a trusting
doctor—patient relationship. (Economics is not known as the ‘dismal sci-
ence’ for nothing!) However, an economist would justify the pursuit of effi-
ciency on the grounds that the true cost of inefficiency is borne in terms
of pain, disability, and premature death by those waiting for treatment. In
a publicly-funded health care system, where policy making, funding, and
provision are all controlled largely by the state, the primary objective of
trying to ensure the greatest good for the greatest number is legitimate.
One could extend this and argue that it is better to have a system where
everyone gets access to a service that meets basic standards, even if those
are not the very best possible, if the alternative means that some should
go without altogether.

Efficiency (allocative versus technical)

In general terms, health care policy makers and those who ‘commission’
are primarily concerned with ‘allocative efficiency—trying to maximize the
population health gain from a fixed allocation of resources. (One is trying
to reach a position where no one waiting for treatment has a greater abil-
ity to benefit than anyone who is already being treated.)

Health care ‘providers’ are more often concerned with technical effi-
ciency—achieving a desired objective at the least cost. Many of the objec-
tives are set for them: numbers to be treated, waiting times, and so on.
Allocative efficiency is about doing the right things. Technical efficiency is
about doing things right.

Since the 1990s, in an attempt to address both types of efficiency, the
NHS in England has experimented with a market model whereby the
funds are held by ‘commissioners’ and devolved, ostensibly according to
population need, to ‘providers’ who deliver the care. This was an attempt
to harness ‘market forces’ to drive up quality and drive out inefficiency.
Although introduced by a Conservative administration, the Labour admin-
istration that followed it in 1997 perpetuated many elements of the model,
especially the separation of purchasing and providing roles. For a lucid
analysis of the strengths and weaknesses of the market models in the NHS
see Enthoven.®
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Conclusions

Everyone concerned with health care can benefit from a familiarity with
health economists’ ways of thinking, language, and some of the tools in
the toolkit. Health economics gives a structured approach to decision-
making in health care where resources are always scarce, need appears
almost limitless, and choices are inevitable. It is not a formulaic approach
that bypasses critical appraisal, but it can greatly improve the rigor and
transparency of the decision-making process.

Further resources

Donaldson C, Bate A, Brambleby P, Waldner H. (2008). Moving forward on rationing: an economic
view. British Medical Journal, 307, 905-6.

Mitton C, Donaldson D (2001). Twenty-five years of programme budgeting and marginal analysis in
the health sector, 1974-1999. Journal of Health Service Research Policy, 6, 239-48.

Ruta D, Mitton C, Bate A, Donaldson C (2005). Programme budgeting and marginal analysis: bridg-
ing the divide between doctors and managers. British Medical Journal, 330, 1501-3.

UK Department of Health. National Programme Budget Project—publications and resources guidance
manual, spreadsheets, case studies, discussion forum and contacts. Available at : http://www.dh.gov.uk/
programmebudgeting (accessed 7 September 2010).

www.healthknowledge.org.uk/interactivelearning/index_margins.asp (accessed 24 May 2012).
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2.1 Understanding
data, information, and
knowledge

Barry Tennison

Objectives

The aim of this chapter is to help the public health practitioner to:
o Appreciate the subtleties of the varied forms of information about the
health of a population and related matters
o Develop a toolkit for thinking about the complexity of information and
its uses
o Orientate themselves positively towards the decisions and actions
needed, applying wisely and with good judgement the information and
knowledge available
o The classification (taxonomy) of types of information given in this
chapter should help the public health practitioner to:
« assess the relevance, timeliness, accuracy, and completeness of
available information
* decide which types of information are most appropriate for a
particular public health task
* make optimal use of information that is not ideal, and assess the
effects of its departure from perfection.

The use of the words ‘data’ and
‘information’

Some people are purists. They will use the word ‘data’ (singular or plural)
for raw numbers or other measures, reserving the word ‘information’ for
what emerges when data are processed, analysed, interpreted, and pre-
sented. This has the virtue of making clear the sequence of steps that are
involved in turning observations about the world into a form that is useful
to those who wish to draw conclusions, and to act. This always involves
the use of judgement in assessing the information as a source of evidence
(alongside other evidence), and combining this judiciously with accepted
best practice to arrive at usable knowledge. This process is summarized
in Figure 2.1.1.
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real world
l«— (collection, coding)
data

14— (processing, interpretation, presentation)

/information
evidence (judgement) best practice
knowledge

147 (politics, commitment)

decisions
and
ACTION

Figure 2.1.1 From reality to action.

In practice, many people use ‘data’ and ‘information’ more or less inter-
changeably, perhaps on the grounds of the greyness of some of these
distinctions and steps. However, in assessing the value of what emerges
as information from these steps, the practitioner must bear in mind the
fundamental issues which affect the quality of the data:

Validity: are the data capturing the concept or quantity the practitioner
intends? Are the definitions and methods of data collection explicit
and clear?

Selection bias: where the data mislead because they are not
representative of the population or problem being considered, for
example because of poor sampling.

Classification bias: where there is a non-random effect on putting data
into groupings, for example in non-blind assessments of health outcome.
Statistical significance: where, although differences seem apparent,
analysis shows that they are reasonably likely to have occurred by
chance (see, for example, Marshall and Spiegelhalter”).

Precision: is the sample size sufficient to estimate the prevalence

of disease (say) with precision? How wide are the 95% confidence
intervals surrounding the estimate?

What kinds of data sources are there?

In most countries, there are many different sources of information on the
health of the population.? Different types of information vary in their ‘CART":
Completeness, Accuracy, Relevance (and/or Representativeness), Timeliness.

Data sources also vary in the ease with which a ‘base population’ can be
identified, for use in the denominator, or for calculating rates. Typical data
sources for local areas are summarized in Table 2.1.1.
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Table 2.1.1 Data sources

Source

Strengths

Weaknesses

1. Routine data sources

Population
estimates. Census
or population
registers

Birth/abortion
notifications

Mortality records

Morbidity measures:
infectious disease
notifications (see
[0 Chapter 2.4)

Morbidity measures:
disease registers
(see L Chapter 2.7)

Impairment,
disability and
handicap

Health services
data: access and
supply, utilization,
activity, costs

Data from other
agencies—social
care, housing,
environmental risks,
etc.

Usually reasonably
accurate, especially if
complemented by local
authority (UK) or other
government data

Reasonably accurate—
often several possible
data sources

Most reliable health
data as death tends to
be unequivocal. Total
mortality reliable

Certain diseases
notifiable (mandatory).
Generally adequate for
monitoring trends

Key group identified.
Often do not cover
whole country

Functional status often
more relevant than
disease status

May be potentially
relevant especially

if condition almost
always results in health
care use, e.g. fractured
femur

VI"Iay be relevant

May be problems with
small area estimates,
especially between
censuses

No complete data on
spontaneous abortions.
Sometimes non-
standard coding used

Insensitive measure of
health. Physician’s cause
of death specification
often inaccurate/
incomplete. Non-fatal
disease not reflected in
mortality figures

Often incomplete,
sometimes
inconsistently
incomplete

May miss people due
to no contact or non-
identification

VUsually available from
surveys only

Likely to be incomplete.
Data tend to identify
health service activity
and settings rather than
receipt of (effective)
interventions. Data
quality may be poor

May be poor quality.
May be incomplete.
Categories and
definitions may be
incompatible with
other data

(Continued)
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Table 2.1.1 Contd.

Source

Strengths

Weaknesses

2. Surveys (see L Chapter 2.8)

National surveys, or
surveys from other
countries

Previous local
surveys

Local surveys to be
commissioned

Available. May be
authoritative and highly
relevant

VRelevant and usually
appeal to a local
audience

Can be tailor-made

Require ‘modelling’
to local population
characteristic. May
not be generalizable
to local population.
Quality variable

Quality variable

Often expensive

3. Qualitative data

Local descriptive
accounts of
environmental or
social factors

People’s
perceptions of how
health problems
affect them

May give a good
understanding or
stimulate research

VMay give a good
understanding of what
really affects people

The scale of health
impact of identified
problems may be
difficult to assess

Qualitative data can
need careful handling,
as details of context,
background, and
question wording

can result in unstable
responses

A ‘population health information” system can help in assembling data
sources on a population. Such systems often involve a partnership between
different agencies involved with a population, and can allow coordination
of health information activities. A comprehensive population health infor-
mation system would ideally record both:

o Personal health events: health-related occurrences or states pertaining to an
identified person (examples are myocardial infarction or smoking status).

o Population health factors: health-related features or occurrences that
apply to a population defined by some combination of person, time,
and place (examples are exposure of a defined population to a health
risk like a toxic spill or prevalence of smoking in teenage girls in a
specified locality, derived from a survey).

Such a system would also allow both routine and ad hoc analyses in such
a way that both events and factors are linked.

What does the information describe?

Information about the health of a population can cover:
o Demography: the basic characteristics of the population, such as age,
sex, geographic distribution, and mobility.
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o Health-related characteristics or risk factors: such as measures of
deprivation, living conditions, employment, housing, or more medical
factors or physiologic measurements (e.g. blood glucose levels).

o Health need data: such as the distribution of the indications for an

intervention such as hip replacement® or the distribution of different

thresholds for intervention.

Mortality: the death experience of the population, including causes of

death and variation according to the dimensions of person, place, and

time.

Morbidity: the health or illness experience of the population, including

prevalence and incidence of diseases.

Health service use data: such as diagnoses, interventions, and

procedures, and health outcomes of interventions; it may be useful to

distinguish patient interactions with agents, such as nurses or doctors
from their use of settings, such as hospital, day hospital, health centre,
or home in using the health service.

Health economic data: often concerning the costs of interventions, and

the distribution of activity and costs at marginal or average levels.

Clarity and judgement are needed about when one of these types of data

is being used as a proxy for another. For example, where mortality data are

firm and morbidity data poor in quality, with care, mortality may be seen
as a good proxy for morbidity—this might work well for certain kinds of
heart disease or cancer, but very poorly for most mental health problems.

Similarly, care is needed in moving from burden of disease (mortality, mor-

bidity, or even more carefully, health service use) to health need.

In terms of how it is collected, assembled, and made available, informa-
tion can be either:

o Routine: collected, assembled, and made available repeatedly, according
to well-defined protocols and standards; such data are usually part of a
System of data collection by which information is:

* made available at regular intervals

* intended to allow tracking over time

« codified according to national or international standards (for
example, using the International Classification of Diseases (ICD?)).

o Specially collected: for a particular purpose, without the intention of
regular repetition or adherence to standards (other than those needed
for the specific study or task); such data are usually:

* aimed at a specific, time-limited study or task

« codified according to the task in hand and the wishes of the
investigators (sometimes in ignorance of the availability of suitable
standard codes and methods)

« difficult to compare (between times, places, and people) with
routine data and other specially collected data.

Most of the data published in medical journals fall in the category ‘specially

collected’.

Table 2.1.2 gives important examples of information according to these
dimensions. Note that these are only examples, but the table may help to
see where an existing, new, or proposed data source sits, and the cor-
responding opportunities and drawbacks.
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Table 2.1.2 Information collected according to the dimensions
‘routine’ and ‘specially collected’

Routine data

Specially collected data

Demography

Risk factors

Mortality

Morbidity

Health need

Service use

Economic

Census counts, birth regis-
tration

Census details, such as
housing conditions

Death registration,
coroner’s records, medical
examiner’s records

National health surveys
(such as the Health Survey
for Eng-land® or the
National Health Interview
Survey in the USA®).
Disease notifications and
registers

(mainly proxies)

Use of in-patient beds.
At-tendances at out-patient
department, emergency
room, or physician’s office

Accounts of health service
organizations. Cost and
price tables™®

Survey of homeless,
roofless, and rough
sleepers

Survey of ethnicity and
coronary risk factors. Local
survey of tobacco use

Some cohort studies which
capture deaths search

for deaths probably due

to suicide, using multiple
sources

Case finding for an
outbreak. Survey to
establish prevalence of
a specific dis-ease. Most
cohort studies

Survey of prevalence of
indications for specific
intervention, such as hip
re-placement

Observational study of use
of a hospital department.
Follow-up study of out-
comes of hip replacement

Costing of an existing or
proposed service

Classification of intrinsic types of data

It is sometimes useful to categorize data as hard or soft (Table 2.1.3).
In fact, there is a spectrum from ‘hard’ to ‘soft’ data: data are never

completely hard or soft.
Harder data tend to be:
o precise (or intended to be precise)
o often numerical; if not, then coded according to a firm protocol
o reproducible, and likely to be similar even if the data collectors or
individuals studied are varied.

Softer data tend to be:
o qualitative, attempting to capture some of the subtlety of human

experience
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o often narrative or textual in form, at least as they are collected
o imbued with some subjectivity, due to the complexity of the
personalities of the data collectors and the individuals studied.

Table 2.1.3 Examples of data considered to be harder or softer

Harder

Softer

Demography

Ethnic breakdown of a
population according to a
given ethnic classification.

Narrative account of
nature and composition of
a neighborhood

Proportion of houses with
a specific amenity (e.g.
a bath)

Blood pressure. Proportion
of smokers, non-smokers,
and ex-smokers (according
to precise definitions)

Patient experience of
symptoms. Smoking
‘careers’ of teenagers

Risk factors

Mortality Numbers dying of a Vlmpact of deaths on the
specific disease. Survival survivors
data after specific
interventions

Morbidity Prevalence of disease in a Reasons why a family

population at a moment
in time. Numbers of
admissions to a particular
hospital

doctor refers patients to
hospital. Reported quality
of treatment given by a
particular hospital

(Note that some people will use the term ‘soft’ when they wish to imply
that the data have inherent tendencies to imprecision, even if they are
‘hard’ in the sense of being numeric or strongly coded.)

Neither hard nor soft data are intrinsically better than the other. The
utility of the information (in terms of better decision-making) often comes
from combining the two:

o harder data usually allow more precise analysis and comparisons, but
may fail to capture subtleties of human experience and preferences
o softer data usually capture more of the ‘truth’ about the world, but
often at the expense of emphasizing the uniqueness of circumstances,
rather than aiding comparisons and conclusions.
The important thing to assess is fitness for purpose: are the existing or pro-
posed data fit for the purpose for which they are intended, the conclusion to
be drawn, the decision to be made, or the action to be taken? For example,
for deciding the allocation of resources, one requires relatively hard data
to obtain a degree of precision and transparency, so that the Judgements
involved are explicit. On the other hand, soft data may be useful in deciding
on a change in the pattern of services provided, for example when a client
population (such as teenagers) seems to make poor use of current services:
a well-designed qualitative survey may reveal some of the reasons, and
a potential service configuration response. Softer data are also essential
when capturing patient preference’ or professional experiences.'"
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Absolute and comparative information

Often data about one location, one time, or one population are difficult
to interpret in isolation; or worse, seem to beg obvious conclusions when,
in fact, comparison with similar data elsewhere, previously, or in another
population suggests a different conclusion or decision.

Comparative data are available on a local, regional, national,">"* or inter-
national® level. The WHO publishes comparative data between countries,
for example on comparative performance of health systems.'

Assessing the appropriateness
and usefulness of particular
information

Experience shows the truth of the adage that the information you think
you want is seldom the information you actually need; and the informa-
tion you have seldom matches either need or want [often attributed to
Finagle: in full, Finagle’s law is often quoted thus ‘The information you have
is not what you want; the information you want is not what you need; the
information you need is not what you can get; the information you can get
costs more than you want to pay’ (or a variation thereof)]. The pragmatic
public health practitioner must learn to cope with what is possible, not to
set impossible standards, and to make the appropriate allowances, profes-
sionally, for shortcomings of the available information. Above all, public
health practitioners must not allow themselves or others to despair and
to declare tasks impossible without the necessary information (which is, in
fact, unavailable or unfeasible).

Box 2.1.1 is a checklist of issues to consider when assessing data or
a data source for fitness for purpose. None of these issues is absolute,
and the balance of advantage and disadvantage must be assessed using
judgement.

Conclusion

All too often, when faced with a decision, there is a call for more informa-
tion (or worse, a new information system). Frequently, either the available
data are in fact, with care and interpretation, fit for the purpose for the
decision needed; or the costs (including money, skills, burden of effort,
and delay) of the new information or system is not commensurable with
the problem faced. The above checklist, and this chapter, should help the
practitioner to find a pragmatic, but wise balance between what is needed
and what is feasible and adequate.
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Box 2.1.1 Checklist for assessing appropriateness and
usefulness of data and data sources

Technical issues

o Are the definitions sufficiently clear and appropriate?

o Are the target and study populations sufficiently clear?

o Are the data collection methods sufficiently clear and sound?

o How complete, accurate, relevant, and timely are the data? How
much does this matter?

o Do any differences that appear reach statistical significance, and
what are the confidence limits or intervals? (Consider the use of a
Bayesian approach”).

Issues relating to the conclusion or decision involved

o |s the study population sufficiently representative of the target
population for the purpose of the decision or proposed action?

® Do we need absolute or relative estimates to make the best
decision?

o What precision is needed for the decision (taking into account
confounding factors, random variation, and the influence of external
factors such as resource availability, professional opinion, and
politics)?

® Would a simpler or existing data source suffice, for example by using
comparative data; by extrapolating or interpolating, with care; or by
transferring data from a similar or analogous situation?

o Would qualitative information suffice (or be best), when habit
automatically suggests quantitative data?

Further resources

Health Canada Online. & http://www.hc-sc.gc.calenglish/ (accessed 29 March 2005).

Rigby M. (ed.) (2004). Vision and value in health information. Radcliffe Medical Press, Oxford.

UK National Electronic Library for Health. & http://www.nelh.nhs.uk/ (accessed 29 March 2005).

US Department of Health & Human Services. & http://www.os.dhhs.gov/ reference/index.shtml
(accessed 29 March 2005).
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2.2 Information
technology and
informatics

Don Eugene Detmer

Objectives

After reading this chapter you should be able to:

identify the emerging sub-disciplines within biomedical and health
informatics that are critical to the skillful use of health information and
communications technology in the health sciences

appreciate how informatics is applied to public health, clinical
medicine, and research and that its roles are in rapid evolution.

Introduction

Informatics relating to health encompasses significant applications in public
health, clinical care, and biomedical research. Despite the relative youth of
the scientific discipline, biomedical and health informatics are recognized
widely as essential to competent practice as a health professional (see Box
2.2.1). This is due primarily to the limits of human cognition and the growth
in the knowledge base of medicine. The limitations of natural human memory
cannot match the capacity of relevant knowledge managed through com-
puter systems. This is as true for public health and population health man-
agement as it is for ‘just in time” patient-specific decision support at the point
of care. Indeed, with the addition of genomics and proteomics, all patients
acquire the equivalent of orphan diseases since each have unique biology
and differing life experiences. Plus, the explosive growth of information and
communications technology allows an infrastructure capable of supporting
this trend. It is anticipated that continued evolution of learning health care
systems consisting of adaptive evidence-based decision support systems will
assure far greater efficiency, effectiveness, quality, safety, and integration of
new knowledge resulting in better outcomes for individuals and populations.

The field will expand to include informatics applications to traditional
care plus primary prevention, health education, and computer-based
therapies, including robotic surgery and self-administered programmes for
cognitive psychological therapy. Models for all of these dimensions exist
today. Development of computer-based public health and population’s
records has lagged behind patient and personal health records in many
nations, but this is likely to change dramatically over the next decade as
the repositories of person-specific health data become more and more
accessible to health system managers and researchers.
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Box 2.2.1 Informatics

Informatics is an integrating scientific field that draws upon the informa-
tion sciences and related technology to enhance the use of the knowl-
edge base of the health sciences to improve health care, biomedical and
clinical research, education, management, and policy.

o e e
Definition

While there is no formally accepted nomenclature or taxonomy for infor-
matics relating to health today, one can identify 7 overlapping yet some-
what distinct domains:

Translational bioinformatics: computing for genomics, proteomics,
epigenetics and management of the knowledge bases these fields
generate.

Clinical informatics, or informatics for use in patient care: electronic
medical records of three types: patient, personal, and population.
Public health informatics, or informatics relating to the health of
populations, including populations with special needs.

Computer methods, semantics, and ontologies for health applications.
Consumer health, or e-health informatics: including links to patients and
professional caregivers.

Health information policy.

Health information networks: local, regional, national, and global.
Knowledge management: utilizing structured databases such as results
of randomized clinical drug trials.

Adaptive evidence-based decision support systems: computer-based
software that offers expert advice as guidelines and protocols and

the capacity to determine whether or not the advice proves to be
good for the patient’s health status or a population of generally similar
people.

Some fields with which informatics integrates:

e computer science, information and telecommunication science,
cognitive science, statistics, decision science, and management/
organizational science

library science

bioscience and biomedicine

knowledge management, decision support

evidence-based medicine, knowledge bases such as Medline
public and populations health sciences-biostatistics, epidemiology,
health services research

health policy and management, organization behaviour, risk
management, quality and safety.

Health values and bioethics.’
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Using informatics in health care

Early use focused disproportionately upon primary care settings in Europe
and administrative functions and laboratory results reporting in North
America, but attention was also given to improving decision-making
through clinical alerts and diagnostic supports. Widespread adoption of
electronic medical record systems has been slower than desired due to a
number of factors amongst which are perverse financial incentives, clini-
cian resistance, awkward user interfaces, legal, and cultural barriers.

Robust systems are of necessity complex and they require a mixture
of hardware, software, and maintenance. Relevant legal and policy infra-
structures are essential to handle such issues as authentication, security,
and confidentiality. Further, evolutionary standards are essential to enhance
interoperability, refinement, and utility of data emerging from biomedical,
clinical, and public health care, and research into relevant knowledge banks.
Recently, a number of developed economies have embarked upon national
health information infrastructures and global efforts to collaborate on stan-
dards are underway.’> The rise of the Internet linked to the above compo-
nents will totally change the practice of health care. For example, personal
health records that allow patients to interact with their clinicians and the
patient’s own medical record whenever and wherever they wish, offer the
potential to greatly improve performance and outcomes of a variety of
chronic illnesses including home monitoring.* De-identified data from these
records and other sources can then be used for a host of public health
investigations including bio surveillance and community health.®> Public policy
relating to privacy can conflict with the need for access to person-specific
data for a variety of types of biomedical and public health research.®

Implementation of computer systems into clinical environments typically
involves substantial change in work processes; change management and an
understanding of organizational behaviour as well as ongoing tailoring of
software programmes to local circumstances is involved. Complex adaptive
systems theory is particularly useful to supporting implementation and gain-
ing major improvements in performance, particularly for safety and quality
of care.”

Evidence on IT systems improving care
processes and outcome

A growing body of evidence reveals that computer-based health records
systems (incorporating decision support) can improve the safety of care,
particularly with respect to medications.®

Research is still needed, but there is evidence that IT systems and
communication technology can result in better care, better outcomes,
and more informed patients.*® Evidence of the usefulness of Health
Information and Communications Technology (HICT) for public health
is needed. While more research would be helpful, the bulk of evidence
today reveals that better informed patients are less anxious, begin treat-
ment earlier, are more satisfied with their care, follow advice better, opt
for lower risk interventions, and reduce health care costs through greater
self-management and a more efficient use of resources.
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IT and public health

Global epidemics such as HIV/AIDS or SARS offer real evidence that
IT systems can be extremely important in determining the spread of
a disease, analysing patient care data for clusters of symptoms to help
understand the nature of the disease, and evaluating programmes that
seek to manage the disease effectively. As the population health record
matures during this decade, benefits are likely to become more impres-
sive with on-going surveillance critical for wellness programmes, com-
munity health, environmental risks, disease control, and potentially
bioterrorism.®

What should you look for in a health
care IT system that will deliver better

quality and outcomes?

Capabilities in IT systems that are likely to improve patient safety, quality
and outcomes include electronic prescribing, continuity of care records
that offer a concise summary of key patient data and can be accessed from
a variety of clinical settings, decision support for medications that incorpo-
rate such capabilities such as clinical alerts, reminders for preventive care,
dosage calculation support, ‘just-in-time’ knowledge service, integrated
evidence-based clinical pathways that allow for over-riding by the clinician,
and personal health records that capture records added by the patient
that include alternative medications not typically listed by patients in ordi-
nary paper-based settings, and the capacity to aggregate performance data
on clinical practice for both clinician and statistical analysis.

If one is ‘shopping’ to purchase a clinical IT system for use in either a
primary care or institutional setting, it is important to visit sites that are
actively using the system to determine its functionality in real world terms.
The more complex the system the more important it is for a team to visit
to assure that all key users’ needs will be met. The capacity of systems to
interoperate with other systems outside the core setting is of increasing
importance. Ease of implementation, cost, and built-in decision support
are other factors worthy of evaluation.”? A key challenge for complex
institutions is assuring that the entire enterprise can cross communicate.
Dedicated systems for individual specialties may keep one set of consul-
tants happy, but greatly limit the capacity to achieve major gains in produc-
tivity across the institution.

Public health informaticians have recently generated a list of competen-
cies for this discipline (see public health competencies website). Readers
interested in a personal assessment of their informatics capabilities should
find it helpful.

Further resources

There are far too many websites available to do justice to the issues raised
here, but what follows will give the reader some sense of the scope of
issues involved.
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Public Health Informatics Competencies
R http://www.cdc.gov/InformaticsCompetencies/ (accessed 13 April 2011).

Medical Knowledge Bases

Biomed Central & http://www.biomedcentral.com/ are open access web-based repositories for
scientists and the public (accessed 13 April 2011).

Clinical Trials are biomedical research databanks relating to clinical trials of medications. & http:/
www.clinicaltrials.gov/ (accessed 13 April 2011).

GenBank is a biomedical research databank at the National Center for Biotechnology Information
(NLM, NIH). S http://www.ncbi.nlm.nih.gov/ (accessed 13 April 2011).

Medline Plus is a website with range of consumer health information. & http:/medlineplus.gov/
(accessed 13 April 2011).

Public Library of Science S http://www.plosmedicine.org/home.action

PubMed Central is a free continually updated source for access to the medical literature at the US
National Library of Medicine. 2 http://www.ncbi.nlm.nih.gov/pmc/ (accessed 13 April 2011).

Unbound Medicine S http://www.unboundmedicine.com/, Map of Medicine S http://www.
mapofmedicine.com/,

Up-to-Date & http://www.uptodate.com/home/index.html offer PDA and computer-based
knowledge support for busy clinicians (accessed 13 April 2011).

Standards, vocabulary, and terminology

Health Level 7 is a major standards development group. SO http://www.hl7.org/ (accessed 13
April 2011).

SNOMED-CT is a systematized nomenclature of medicine (SNOMED) that incorporates universal
health care terminology. S http://www.ihtsdo.org/ (accessed 13 April 2011).

Standards Standard is a periodic web journal maintained by AMIA to give readers an update of
the activities of major international standards organizations. 2 http://www.amia.org/standards-
standard (accessed 13 April 2011).

Unified Medical Language Systems is a compendium of knowledge sources for medicine. & http:/
www.nlm.nih.gov/research/umls/ (accessed 13 April 2011).

National Health Information Infrastructures

Australia. R http://www.ehealth.gov.au/internet/ehealth/publishing.nsf/content/home (accessed 3
September 2012).

Canada R http://www.infoway-inforoute.ca/ (accessed 13 April 2011).

NCVHS. http://www.ncvhs.hhs.gov/ (accessed 13 April 2011).

United Kingdom 8 http://www.connectingforhealth.nhs.uk/ (accessed 13 April 2011).

USA ONCHIT S http://healthithhs.gov/portal/server.pt/community/healthit_hhs_gov__home/1204
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2.3 Qualitative methods

Sara Mallinson, Jennie Popay, and
Gareth Williams

Objectives

After reading this chapter you should be able to:

o to introduce key features of qualitative research

o to outline how different qualitative methods can be used to answer
different types of research question

o to describe some of the most widely used qualitative methods

o to explain key issues in the analysis of qualitative data and common
features of the analysis process

o to outline the importance of qualitative research in a public health
context.

Principles of qualitative research

The aim of qualitative research is to develop concepts and theories that
help us understand social phenomena. This often means asking questions
about behaviour/action, sometimes referred to as ‘agency’, and its rela-
tionship to social structure. Using a range of qualitative research methods,
social scientists explore the meanings people attach to their experiences
and how these are shaped by different contexts.

Most qualitative research is underpinned by a social constructivist phi-
losophy that assumes the phenomena being studied are the product of
subjective interpretations. These interpretations are informed by per-
ceptions, beliefs, and experiences and are rich, diverse, and shifting. To
understand how social phenomena are constructed, and how they might
shape action, qualitative research focuses on the perspective of members
of a particular group or setting. A range of study designs and data col-
lection methods can be deployed to capture peoples’ perspectives, but
an interview or a focus group is not treated as a ‘slice of reality’. It is
regarded as a process of contextually bounded ‘meaning-making’ between
the researcher and the researched.

Reflexivity about the constructed nature of data is important to the
qualitative research process. The researcher (their interests, background
and theories), the study design (the sampling, the data collection method,
the analysis), and the context (where and how the study is conducted)
impacts the outcome of the research. Instead of trying to control all these
factors (which is impossible in naturally occurring settings), there is an
increasing effort to account for all possible influences. This ‘transparency’
at all stages of the research process should improve quality by surfacing
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the strengths and weaknesses of a piece of work. Unfortunately, qualita-
tive research is not always done well, so an awareness of quality markers
is important for those doing and using qualitative research.!

The uses of qualitative research

Though qualitative health research has been used to address a wide range
of questions it is possible to group these into four broad types concerned
with:

o the meanings different social groups attach to particular phenomena
and how these interact with agency

perceptions about the needs of different social groups and how these
needs can be met

barriers to and enablers of effective implementation and/or uptake of
new policies/interventions/practices

how understandings of subjective experience and meanings can help to
explain results of larger quantitative studies.

In describing the type of knowledge produced by qualitative research
addressing these questions and the general approaches used we draw
on examples of research involving people living in disadvantaged circum-
stances because of the significance of this work to public health practice.
However, it is important to recognize that qualitative research has also
been used to illuminate the social, cultural, and organizational factors
shaping the behavior of professional groups such as doctors and public
health practitioners.?

The meanings different social groups attach to particular
experiences/behaviours

Questions about the meanings individuals attach to phenomena and how
these shape human ‘agency’ in the context of social structures are the core
concern of qualitative research and underpin all the other types of questions.
However, much of this research is primarily concerned to increase empirical
and/or theoretical understanding about social life rather than explicitly to
inform policy and/or practice, although the results can have important impli-
cations for both. These studies are often stand-alone, but some are linked
with larger quantitative studies. Many use a single method of data collection,
typically semi- or unstructured interviews. Others use multiple methods
combining individual and group interviews or including observations.

This body of research includes studies of the meanings attaching to
health-damaging behaviour (see Box 2.3.1) and of the experience of living
in disadvantaged places (see Box 2.3.2). These studies highlight the need to
contextualize risk factors, such as smoking, diet, alcohol, lack of exercise,
and drug taking, by reference to the wider material and environmental
conditions in which risks are embedded. They also reveal that ‘lay knowl-
edge’ about the causes of ill health and health inequalities is complex and
multifaceted. This type of research can contribute to the planning and
delivery of more appropriate interventions. Without the understanding
it offers public health practice may inadvertently reduce disadvantaged
groups to unthinking bearers of various assets, deficits and risks.
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Box 2.3.1 Smoking and coping with poverty

Hilary Graham’s study of smoking amongst women in the UK included
secondary analysis of existing quantitative data on smoking prevalence
amongst different groups and a qualitative study based on semi-struc-
tured interviews with a small sample of poor white mothers bringing up
young children. In her analysis of the qualitative data Graham developed
the concept of smoking as a coping mechanism demonstrating how
women caring for children whilst living in poverty relied on a cigarette
to help them manage very stressful situations. Later research suggested
that this relationship did not hold for mothers from South Asian and
African Caribbean backgrounds.?

This body of research includes studies of the meanings attaching to
health-damaging behaviour (see Box 2.3.1) and of the experience of living
in disadvantaged places (see Box 2.3.2). These studies highlight the need to
contextualize risk factors, such as smoking, diet, alcohol, lack of exercise,
and drug taking, by reference to the wider material and environmental
conditions in which risks are embedded. They also reveal that ‘lay knowl-
edge’ about the causes of ill health and health inequalities is complex and
multifaceted. This type of research can contribute to the planning and
delivery of more appropriate interventions. Without the understanding
it offers public health practice may inadvertently reduce disadvantaged
groups to unthinking bearers of various assets, deficits and risks.

Box 2.3.2 Understanding people, place, and health
inequalities

A mixed method study in four contrasting urban areas consisted of:
analysis of routine health data at local authority ward level; a household
survey of perceptions of place and subjective heath status in smaller
neighbourhoods in these wards; and a longitudinal qualitative study using
in-depth interviews with a small sample of adults drawn from the house-
hold survey. The findings of the qualitative study highlighted multiple
pathways between the material, social, and psychological dimensions
of place, health related behaviours and health outcomes. People living
in difficult circumstances acknowledged the differential impact of social
and economic conditions on health, but also emphasized ‘strength of
character’ as a way of coping with these. The researchers argued that
this was a form of resistance to the moral judgements made about poor
people’s failure to cope and their unhealthy behaviours.*

Subjective perceptions about the needs of different social
groups and how these needs can be met

Qualitative health research addressing this type of question aims to con-
tribute to the development of more appropriate/effective ways of pre-
venting ill-health and/or promoting health. One approach is to undertake a
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stand-alone qualitative study and then use the findings to develop a more
appropriate intervention and evaluate it (see Box 2.2.3). Another is to
embed qualitative research into a Health Impact Assessment (HIA). HIA
can be particularly useful to inform decisions in contested circumstances
where official and community views could be in conflict (see Box 2.3.4).
These studies provide a more holistic picture of the phenomenon under
investigation, by incorporating the perspectives of different stakeholders
and combining different types of knowledge/evidence. HIAs may also use
participative qualitative approaches involving the group targeted by a pro-
posed intervention in the design and conduct of the research.

Box 2.3.3 Developing new policies and practices

An in-depth interview based study of thirty-six people attending TB clin-
ics in rural Pakistan explored the impact of TB on people’s lives and
the relative importance of factors associated with individuals, care pro-
cesses, and the cultural context on help seeking behaviour. The research-
ers concluded that deficiencies in provision were the most important
influences on treatment uptake and compliance and they used these
findings to design new service delivery strategies and evaluated these
ina RCT.*7

Box 2.3.4 Health impact assessments

A recent HIA of plans to demolish sub-standard housing in a South
Wales community included a qualitative study (involving individual
in-depth interviews and focus groups) alongside public meetings and
secondary analysis of existing data about the locality. Although in theory
the plan could be seen to be positive with clear health benefits the
qualitative findings revealed that despite recognizing housing problems
residents and local professionals were ambivalent and uncertain about
the developments because of the potential disruption to social and
family networks.®

Barriers and enablers to effective implementation and/or
uptake of interventions and/or services

Qualitative research is a common element of process evaluations the aims
of which are to understand the strengths and weaknesses of new policies,
interventions or practices and to identify the factors that impinge on suc-
cessful implementation. Process evaluations are typically mixed method
and the qualitative element is usually not an identifiable separate study.
They may focus on a single ‘case’ or involve a series of case studies as with
the process evaluations of healthy school initiative.” Process evaluations
involving integrated qualitative elements or separate qualitative studies
can also be embedded in impact evaluations using experimental or quasi-
experimental designs (see Box 2.3.5).
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Box 2.3.5 Qualitative research and process evaluations

A trial aimed at reducing smoking in early teenage years through a ‘peer-
led’ intervention, used qualitative methods as part of a process eval-
uation that aimed to understand the strengths and weaknesses of the
intervention design."

A randomized controlled trial (RCT) of the installation and use of
domestic smoke alarms included an embedded qualitative study which
used semi-structured interviews to explore people’s perceptions of the
risk of fire and barriers and enablers to the installation and maintenance
of domestic smoke alarms."

Understanding subjective experience/meaning to explain
results of larger quantitative studies

The findings of the process evaluations described in Box 2.3.5 were used
to understand the results of the RCTs in which they were embedded. For
example, the qualitative study of smoke alarm use found that people dis-
abled alarms because they went off when they were cooking. Qualitative
research conducted independently of a larger quantitative study can also
be used in this way. For example, Noyes and Popay™ conducted a sys-
tematic review of qualitative research on help seeking behaviour in an
effort to explain the diverse results of multiple trials of TB treatment
interventions.

Qualitative designs and methods

There are a range of study designs used in qualitative research (sometimes
referred to as methodology) and within these designs different meth-
ods of data collection can be used. A study design should be tailored to
answer a particular research question. Choices about scope, ethics and
access, feasibility and timing, sample size, sampling strategy, data collection
method and analysis technique should all be addressed at the planning
stage. Qualitative research can be unexpectedly time consuming. A poorly
planned project will usually produce poor quality results. Below the most
common types of design are briefly described. More details can be found
in the texts listed in the bibliography.
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Study designs

Ethnography

Studies of communities or groups of people in their naturally occurring
settings using a range of methods. The focus is on developing a holistic,
in-depth, understanding the social context and ‘way of life’ of the com-
munity or group through immersion in and understanding of social milieu.
Participant observation is a key element of most ethnographies alongside
other data collection methods. A classic ethnography in the health field is
Goffman’s™ 1961 study of a single mental hospital for which he posed as
a member of staff for over a year. This work has had profound impact on
mental health policy and practice around the world.

Case-study

Generally case study designs involve the systematic study of an individual,
a group, or an event with a view to understanding why something hap-
pens in a particular context. There is less emphasis on members’ tacit
knowledge than in ethnography, though it can incorporate a similar range
of data, collected from different sources.

Action-research

A combination of action and research (usually in cycles) in which the
researcher and participants perform an action, reflect upon it, and then
use this knowledge to perform the next action. The emphasis is on the
development of practices.

Grounded theory

A methodology where data collection and analysis are conducted at the
same time in an interactive process with the one informing the other. Data
analysis produces theoretical insights and these are used to collect new
data through theoretical sampling to ‘test’ the theoretical ideas further.
This process continues until categories and relationships are ‘saturated’,
i.e. new data does not lead to new developments in the theory developed
in the analysis. Thus, the theory generated is ‘grounded’ in the data.

Data collection methods

While ethnographies and case-studies will often use more than one type
of data collection to get different perspectives, it is also acceptable to use
just one method to collect data. Some common methods are:

Observation

The researcher attempts to immerse themselves in a study context to
watch ‘everyday’ activities and practices in their natural context. Observers
may be participant (fully active members of the context) or non-partici-
pant (maintaining distance from the context by not having a formal role in
the activities there). The ethical challenges of being an observer have been
a source of debate (covert observation, of the kind commonly used in
journalism, is particularly delicate and is not often undertaken). The legiti-
macy of non-participant observation has been questioned as researcher
presence may change the context under investigation. Most observation
studies use field diaries to record data. Occasionally video and audio
recording may be used.
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Interviews

Individual interviews are conducted with respondents often selected
purposively because of their experience of phenomena of interest (e.g.
a health condition, an intervention, a place). Sample sizes can vary, but
typically include 20-30 interviewees. Interviews can be unstructured (e.g.
oral history or life-history) or guided by a topic guide which highlights
topics to be discussed with each interviewee rather than formal questions.
Interviewees are encouraged to express ideas and experiences in their
own words. The interviews are usually taped and transcribed for analysis.

Focus group discussion

A small number of subjects are brought together to discuss the topic of
interest (ideally 6-8 people). Care is taken with the composition of the
group to ensure members do not feel intimidated, but can express opin-
ions freely. A topic guide is usually used to focus the discussion and the
researcher moderates the group to ensure group dynamics are managed
and that a range of aspects of the topic are explored. The discussion is
frequently tape-recorded, and transcribed for analysis.

Diaries/auto-biographies

Participants keep a diary for a set period focusing on key events they judge
to be memorable. The method is particularly good for longitudinal data
collection where recall may be a challenge, and where repeated interviews
are not feasible. Diaries may be more or less structured and may be paper-
based, computer based, or online blogs. The data are likely to be analysed
in the same way as an interview transcript.

Analysing qualitative data

Qualitative analysis is the point at which data and theory are brought
together to try and generate new understandings and explanations of
social phenomena. Done well, it is a time-consuming and intellectually
challenging process and new researchers will frequently under-estimate
the time required for an analysis phase. Two elements in the analysis pro-
cess can be distinguished:

o the purpose (what is being sought)

o the practice (how it is done).

These are briefly discussed below and more details can be found in the
resources listed at the end of the chapter.

The purpose of data analysis

As we have already said, the purpose of a research project (defined by the
research questions) should shape the study design and methods for data
collection (for example, whether interviews or observations have been
conducted). This purposeful data collection should also shape how ques-
tions are asked and the extent to which something like an interview, for
example, is guided by the researcher (as in a traditional topic guided inter-
view) or left to run with as little intervention as possible (for example, in
life-history work). How data are analysed will be driven by these interests.
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For example, one might perform a narrative, life-history, discourse, or
conversation analysis on the same extract from an interview, hence the
importance of surfacing researcher standpoint and the theory driving a
particular piece of research. Some examples of different approaches to
analysis are summarized below.

Narrative analysis

Looks at the way a person constructs a ‘story’ in the light of the audience
and their purpose for giving the account. There is a focus on language,
imagery, metaphor, and rhetorical purpose in the story being told.

Content analysis
Looks at the way themes and issues arise across texts (including interview
transcriptions). Analysis may focus on the context, frequency, and/or how
themes are patterned by, e.g. gender or ethnicity. This is a descriptive
level of analysis.

Conversation analysis (CA)

Focuses on the structure of communication and conversation management
such as turn taking, grounding, pause with the aim of revealing how mean-
ing is constructed in interaction. CA is very specialized and marks both
words spoken and how conversation proceeds (for example intonation).

Discourse analysis

Explores the way knowledge is produced in particular contexts through
the use of specialized language or theories and through performances,
interaction and rhetorical devices used to persuade. A range of texts can
be analysed (interview transcripts, video, letters, policy documents).

The practice of data analysis

There are different approaches to qualitative data analysis (QDA) under-
pinned by different theories, but some common elements can be identi-
fied. In the broadest terms QDA involves identification of themes and
concepts and categories in order to develop ideas or ‘theories’ about the
data and relationships within it.

Most researchers begin by getting to know their data, for example,
by mapping instances of events and themes before moving on to more
abstracted and theoretical analysis. However, if grounded theory is being
used rudimentary and emergent theoretical categories would be intro-
duced at a very earlier stage to inform further data collection.

Thematic analysis involves sifting and reducing raw data to an accessible
summary of ‘themes’ identified in the data about the nature of whatever
topic is being researched, whether it is living through urban regeneration,
experiencing depression, doing public health work, or being incontinent.
One approach to thematic analysis is to use a ‘code and retrieve’ system.
This involves devising a system of codes and applying these across the
whole data set (e.g. all interview transcripts) to maximize opportunities
for exploring emerging themes and areas of difference or non-conformity.
This is a useful process of immersion, although it can be time consuming.
While manually indexing transcripts is feasible, many qualitative research-
ers use computer-aided qualitative data analysis software (CAQDAS)
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to facilitate the process. Whether done manually or with software, the
system for thematic analysis should:

order and sort raw data into a manageable form

o ensure that analysis is rigorous and transparent

o allow within and across case searching to identify recurring categories
and typologies

allow easy movement from categories and themes back to raw data

to check that the link between analysis and data is maintained during
abstraction

o allow for revision and additions to be made as ideas are ‘tested’.

While computer software can help with various stages of analysis, it will
not perform analysis. The intellectual work of devising coding schemes and
developing theories about the data is the responsibility of the researcher.
Software is simply a tool that can help with the systematic sorting of data,
if appropriately applied.

Conclusion

This chapter aims to introduce the reader to some of the most common
approaches to qualitative work, the importance of ensuring that qualita-
tive research remains sensitive to the constraints of data and context,
and the value of qualitative research for public health practice. Issues
around ethical research practice and governance are important features
of good quality qualitative research and all research must be planned and
executed with appropriate protection for the participants involved (public
or professionals).

We acknowledge that this is a brief review and only touches lightly on a
range of complex issues. The references below provide more detailed dis-
cussion of qualitative methods, analysis, and study appraisal. While train-
ing and excellent books and papers on qualitative methods are available
to those wishing to explore qualitative research, seeking out qualitative
expertise for research teams is essential. Fully embracing the contribu-
tion of qualitative data and qualitative thinking in a field like public health,
which is dominated by quantitative approaches, requires an openness of
perspective, but bringing together qualitative and quantitative research
will enhance the public health evidence base. Science cannot develop if
it remains trapped within dualisms which cut it off from the insights and
understandings provided by qualitative forms of social science.™
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2.4 Epidemiological
approach and design

Walter Ricciardi and Stefania Boccia

Objectives

o Understand epidemiological thinking and approaches in a public health
context.

Use the most appropriate measures of disease occurrence.

Measure the association between an exposure and a health event by
using a two-by-two table.

o Measure the impact of a certain disease at the population level.

o |dentify the main epidemiological studies.

For more detailed discussion on epidemiologic understanding refer to a
standard textbook.’

Thinking epidemiology

Epidemiology is the core science of public health, and may be defined as
‘the study of the occurrence and distribution of health-related states or
events in specified populations, including the study of the determinants
influencing such states, and the application of this knowledge to control
the health problems’? One of the first examples of an epidemiological
approach within a public health context comes from London, 1854, where
John Snow first proposed the mechanism for the transmission of cholera.
He did this by systematically collecting data regarding the affected indi-
viduals, in doing so he discovered an association between cholera diffusion
and a local public water pump. Prior to the discovery of bacteria, Snow
pushed the local health authorities to close the water pump, eventually
resulting in the end of the epidemic.

Modern epidemiology starts in late 1940s, with a more systematized
body of principles for the design and evaluation of epidemiological studies.
The largest formal human experiment ever conducted was the Salk vac-
cine field trial in 1954, the results of which laid the foundation for the pre-
vention of paralytic poliomyelitis. In recent years, epidemiologic research
has steadily attracted public attention, with the news media boosted by
increasing social concern on about health issues. Examples are H1N1 influ-
enza, hormone replacement therapy and heart disease, the effectiveness
of mammography screening in the prevention of breast cancer, and many
others.
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Measuring disease occurrence

Three key measures of disease occurrence are: risk, incidence rate, and
prevalence (Box 2.4.1).

Box 2.4.1 The 2 X 2 table, with details of occurrence,
associations and impact according to the study design

Disease
Present Absent Total
Exposure Present a b atb
Absent C d ctd
Total atc b+d N

Cross-sectional study

o Prevalence of disease = a+c/N

o Prevalence of disease in exposed = a/a+b

o Prevalence of disease in unexposed = c/c+d

Cohort studies

e Risk of disease in exposed (R;) = a/a+b*

o Risk of disease in unexposed (R;) = c/c+d*

o Relative risk (RR) = R,/ R,

* denominators change if the study has an active follow-up so that person-time
can be calculated:

e Incidence rate of disease in those exposed (IR,) = a/PT,,
e Incidence rate in those unexposed (IR;) = a/PT,

e Rate ratio (RR) = IR,/ IR,.

Case-control studies

o Odds of disease among exposed = a/b

e Odds of disease among unexposed = c/d
e Odds ratio = a/b/c/d = axd/bxc

Measures of impact
e Attributable Fraction (AF) = (R,—R;) / R; = 1—-(1/RR) = (RR—1)/RR

Attributable Fraction for the population
(AFp) = AF x proportion of exposed cases in the population.
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Risk or incidence proportion

This is calculated as the proportion of individuals developing a certain disease
during a time period divided by the number of subjects at risk to develop the
same disease followed for a defined period of time. It can be interpreted as
the probability that a person will develop a certain disease in the time period
considered. Calculation of risks implies that the entire denominator does not
change during the study period, however unless the time is very short, popu-
lations usually change over time. As such, it is always advisable to use the:

Incidence rate

The rate at which new events occur in a population. The numerator is
the number of new events that occur in a defined period or other phys-
ical span. The denominator is the population at risk of experiencing the
event during this period, sometimes expressed as person-time (PT); it may
instead be in other units, such as passenger-miles.

Prevalence is a measure of disease occurrence

The total number of individuals who have an attribute or disease at a

particular time divided by the population at risk of having the attribute or

disease at that time or midway through the period.

o Period prevalence: the proportion of individuals with a disease or an
attribute at a specified period of time.

o Point prevalence: the proportion of individuals with a disease or an
attribute at a specified point in time.

Prevalence depends on the incidence and the duration of the disease
(Prevalence = Incidence x Duration), it is a measure of disease burden, or
the extent of the health problem.

Prevalence data are used to plan health services and allocate resources.

Risk and incidence rates, on the other hand, are useful for predicting
the risk of a disease, to identify causes and treatment of the disease, to
describe trends over time, and for evaluating the effectiveness of preventive
programmes.

Practical examples are shown in Box 2.4.2.

Other occurrence measures commonly used in health care are:

o attack rate — the proportion of a group that experiences the outcome
under study over a given period (e.g. the period of an epidemic).

o death rate = an estimate of the portion of a population that dies during
a specified period. The numerator is the number of persons dying
during the period; the denominator is the number in the population,
usually estimated as the midyear population.

Box 2.4.2 Measures of occurrence, impact and association

o Risk: assume you wish to measure the annual occurrence of measles
in a population of 450 school children. At the beginning of the study
20 children had previously contracted measles, and 30 children had
been vaccinated against measles. During the year study period,

12 measles cases were detected, so that the annual risk of measles is
12/400 = 0.030 (or 3%), in the susceptible population.

o Incidence rate: suppose that during the annual study period 2 of 400
children initially at risk died, and that 4 children left the school and
were no longer traceable. All of these 6 children left the study 6



EPIDEMIOLOGICAL APPROACH AND DESIGN 103

months after the study commenced, i.e. 6 children contributed only 6
months of follow-up, with the loss of 3 person-years. Suppose again
that the 12 cases of measles arise all after 1 month, so that these 12
cases contribute each to 1 month person-time at risk. Therefore the
remaining 11 months for each of the 12 cases cannot be considered as
time at risk in the denominator, and should be removed, 12 persons
X 11 months = 132 person months = 11 person years. Therefore,

the denominator for the incidence rate is 400—3—11 = 386 person-
years. Thus, incidence rate = 12 cases/386 person-years = 0.031 cases/
person-years, or 3.1 cases for 100 persons followed for 1 year.

Point prevalence: the prevalence of nosocomial infection in a hospital
on 30 January 2010 = the number of nosocomial cases of infection
diagnosed that day, divided by the number of individuals hospitalized
that day.

Period prevalence: the prevalence of asthma measured during a
12-month period in a large population of children = the number of
all the asthma cases measured during the 12 months (old and new
diagnoses) divided by the mean population of children (this number
can change from the beginning of the study to the end).

Measures of association: suppose a study aims to measure the risk of
measles infection among children, ‘exposed’ at school A, ‘unexposed’
at school B. Remember we had 12 cases of measles out of 400
children at risk from school A, while at school B, 6 cases occurred
from 300 children at risk. Without person-time at risk, we can only
calculate the Risk Ratio = 1.50 [(a/a+b)/(c/c+d)]. Alternatively, in a
case-control study, the appropriate measure of association would be
the Odds Ratio = 1.51 (axd/bxc). These similar results show that there
is an excess of risk of measles associated with being in school A.

Disease
Present Absent Total
Present
Exposure (School A) 12 388 400
Absent
(School B) 6 294 300
Total 18 682 700

o Attributable fraction (AF): assume that the incidence rate (IR;) of
cardiovascular diseases (CVD) is = 84/2,916 person-years among
smokers, compared with IR ((non-smokers) = 87/4,913 person-
years. IR-IR; = 11.1 x 1,000 person-years (0.028-0.0177), while AF
would be 38% [(0.028-0.0177)/0.028].

e Interpretation: 38% of CVD among smokers is attributable to smoking
habits (implying that other causes of CVD operate additional to
smoking).

* If the proportion of smokers in the overall population where the
CVD risk = 20%, then AFp=0.38 x 0.20 = 0.076 x 100 = 7.6%.

* Interpretation: in the entire population, we could avoid 7.6% of
CVD if smoking was eliminated.
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Measures of association

Measuring the effect of a certain exposure/intervention on health status is
a key objective of epidemiologic research. There are several approaches
to measure associations depending on the type of study design adopted.
Consider the two-by-two table (Box 2.4.1), reporting the absolute fre-
quency of individuals according to the two main dichotomous characteris-
tics under investigation, disease, and exposure.

Two main different measures of association are commonly used, accord-
ing to the study design that generates the data. These are the relative risk
and the Odds ratio (formulas in Box 2.4.1, examples in Box 2.4.2):

o Relative Risk (RR): the ratio of the risk of an event among the exposed
to the risk among the unexposed; this usage is synonymous with risk
ratio.

o Odds Ratio (OR): estimates the RR when this cannot be calculated
directly. What we compare are not risks, but Odds of disease among
exposed and unexposed, where the Odds are the ratio of the
probability of occurrence of an event to that of nonoccurrence.

How to interpret a relative risk?

RR is equal to 1 when the exposure does not affect the disease’s onset,
while it is higher than 1 if the exposure increases the risk for the stud-
ied disease, or lower than 1 if the exposure decreases the risk for
that disease. A RR can vary between 0 and . The RR indicates the
relative effect of the exposure against the non-exposure. If the Relative
Effect is = R, - R, (also called risk difference, RD) divided by R, this can be
easily rewritten as RR-1. E.g. if we have a RR of 2.50, the relative effect of
the exposure is to increase the risk of disease by 1.5 (sometimes expressed
as 50%) compared with those unexposed. If an effect is described as a 10%
increase in risk, it will correspond to a RR of 1.1. A protective exposure
(e.g. vaccination) may lead to a RR of 0.8, a reduction in risk among the
exposed of 20%.
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Measures of impact

When we measure the association between a certain exposure and a dis-

ease, we may also wish to take into account the burden of that disease at

the population level. These further measures are ‘Attributable Fraction’

and ‘Attributable Fraction for the population” (Box 2.4.1).

o The Attributable Fraction (AF) (or attributable proportion) is the
proportion of the cases that can be attributed to a particular exposure.
In other words, it is the proportion by which the incidence rate of the
outcome among those exposed would be reduced if the exposure
were eliminated. It is estimated by subtracting the risk of the outcome
among the unexposed from the risk among the exposed individuals,
divided by the incidence rate in the group.

The Attributable Fraction for the population (AFp) incidence rate is the

proportion by which the incidence rate of the outcome in the entire
population would be reduced if the exposure was eliminated.

Epidemiological study designs

The simplest studies estimate a risk, an incidence rate or prevalence, while
‘analytical’ studies examine putative causal relationships. Epidemiological
studies may be classified as in Figure 2.4.1.

Observational

Experimental

Ecological

Individual

Descriptive

Analytical

Cohort Case-control

Figure. 2.4.1 Types of epidemiological study.
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In experimental studies (intervention studies) the investigator inten-

tionally alters one or more factors and controls the other study conditions
in order to analyse the effects of so doing. These include:

Randomized Controlled Trials (RCT): epidemiological experiments in
which subjects in a population are randomly allocated into groups,
usually called study and control groups, to receive or not to receive

an experimental preventive or therapeutic procedure or intervention
(e.g. effectiveness of statins vs. placebo in preventing cardiovascular
diseases among hypercholesterolemic patients).

Field trials: conducted outside the laboratory, in the general population,
in primary care; often, as opposed to studies in academic, tertiary

care settings (e.g. effectiveness of vaccination with HBV in a certain
high-risk population for the prevention of HBV infection), and the
community intervention trials, in which the unit of allocation to receive a
preventive, therapeutic, or social intervention is an entire community
or political subdivision (e.g. effectiveness of fluoridation of potable
waters for the prevention of dental caries). A key issue in experimental
studies is the comparability of the groups under treatment, which is
obtained by a randomization process (See ) Chapter 2.5).
Observational studies: do not involve intervention (experimental or
otherwise) on the part of the investigator.

Among them we have:

Ecological studies: are studies in which the units of analysis are
populations or groups of people rather than individuals. Usually
data comes from updated current statistics, e.g. mortality rate data
from national bodies or tumour incidence data from registers.

With respect to the individual studies, ecological studies have the
strengths of being economic and easy to perform using routinely
collected data; sometimes are the only approach that can investigate
environmental determinants of health; they allow the researcher

to explore associations that cannot easily be done at the individual
level (e.g. the relationship between mortality and income?®); and
finally they allow the effect of exposures that strongly vary between
populations to be studied, but little within the population. Ecological
studies are useful to generate hypotheses on a certain relation
between an exposure and a disease, which is usually tested later
using individual data.

Individual studies: can be classified into descriptive studies and analytical
studies, depending on whether the study aims to simply describe

the distribution of a disease in a population according to some
covariate(s), or to study the association between a disease and a
postulated risk factor, respectively.

Descriptive studies (cross-sectional studies or prevalence studies):
concerned with and designed only to describe the existing distribution
of variables without much regard to causal relationships or other
hypotheses. These studies find broad applications in public health,

e.g. investigating the seroprevalence among specific subgroups

of population (e.g. HCV seroprevalence among blood donors?),
‘knowledge, attitude, and practice’ studies (e.g. investigating the

public health practitioners knowledge of systematic review and
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meta-analyses®) and to quantify a certain health condition in a
subgroup of population to plan screening programmes (e.g. colon
cancer prevalence among subjects at high risk®). In cross-sectional
studies a critical issue is sampling in a population that is truly
representative of the entire population that we wish to describe.
Analytical studies: allow causal inference, so are also often called
aetiological studies.
Cohort studies: measure the occurrence of disease in individuals
(grouped in one or more cohorts) followed over time. Typically we
have two groups, one exposed to a certain risk factor, the other
not exposed. They allow calculating risks/incidence rates and RR.
Examples:
* The Framingham Heart Study’—the first to investigate the role of
lifestyle and related factors in the risk of CVD. At its inception
in 1948, thousands of citizens without CVD from Framingham
(a small US city) were enrolled and data from extensive physical
examinations and lifestyle interviews were collected. Subjects were
then followed for many years to study CVD incidence.
For investigating diseases with short induction—e.g. food-borne
infections. Individuals who ate foods at one or more meals over a
short period are identified as a cohort. Among them, some might
have eaten certain contaminated foods and some not. We study
the risk of infection among those exposed to particular foods,
compared with those who did not eat those foods.®
 Occupational health studies—where employees exposed to a certain
risk factor (e.g. asbestos) are followed over time (prospective
or retrospective) to trace the incidence of disease (e.g.
mesothelioma’), and then compared with cohorts of unexposed
subjects (e.g. employees from the same company with different
duties, or another company).
Case-control studies: aim to achieve the same goal as cohort studies,
but more efficiently, using sampling, frequently adopted when the
disease is not common. In order to measure the association between
a postulated risk factor and a disease we compare the experience of
diseased subjects with control individuals (e.g. physical activity and
head and neck cancer), defined as subjects who are free from the
disease at the time of enrolment.” Case-control studies do not allow
the direct calculation of risk, as there is no follow-up of the studied
population. The OR, however, should be a good estimate of the RR.
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2.5 Statistical
understanding

Kalyanaraman Kumaran and lain Lang

Objectives

In public health practice you are likely to use statistics for two purposes:

o to summarize information about populations (descriptive statistics)

o to make inferences from data derived from research or other analysis
(inferential statistics).

The objective of this chapter is to help you (a) to understand when statis-
tical analysis would be useful, and (b) to interpret correctly the statistics
you encounter. It also contains an outline of how to use standardization
to compare two populations.

Why is this an important public
health skill?

Statistics are important to public health practice, but most public health
practitioners are not statisticians. Because statistics are widely used in pub-
lic health to present and summarize information you need to be confident
in interpreting what they mean.

We use statistics to get away from the vagueness of words (‘very com-
mon’, ‘quite risky’, ‘highly unlikely’, and so on) in place of which we use
numbers: proportions (such as percentages), ways of comparing risks
(such as odds ratios), and so on. You will typically want to achieve the
best estimate of a value or effect size while having an eye to the extent to
which your estimate is likely to approximate the truth. An important part
of understanding statistics is recognizing when you need to use statistics
(see Box 2.5.1).

Box 2.5.1 When do you need to use statistics?

o To summarize, in numbers or in graphical form, quantitative
information using descriptive statistics. Terms you may come across
are averages (mean, median, and mode) and deviation (variance,
standard deviation); range, interquartile range, and outlier;
histograms, bar charts, and scatterplots.’
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o To infer general rules or relationships based on observed or
gathered data using inferential statistics. When you use inferential
statistics in public health practice you will often be doing one of
two things: estimating a value (such as a proportion or a risk),
and quantifying the uncertainty around that value (for example by
using confidence intervals). Some of the practical, conceptual, and
epistemological details of being able to draw appropriate inferences
are discussed in L Chapter 2.6.

When should you consult a statistician?

The short answer is that you should consult a statistician whenever you are
in doubt about using statistics. Public health practice covers a lot of ground
and few public health practitioners would claim a high level of expertise
in all areas. As a result, you will need to consult experts on particular
topics when you do not have the skills needed to tackle a particular prob-
lem. Statistics is a highly technical discipline and in certain situations there
are right and wrong ways to approach your data. If in doubt, approach a
statistician for advice earlier rather than later. This avoids the situation
statisticians encounter all too often: a dataset with poor measures or
uncontrolled confounding or inappropriate sample size and the question
‘What can | do now?—when the real question is ‘What should | have done
at the start?” Even worse, it avoids having your final findings questioned
by someone who points out statistical errors, casting doubt on the whole
project. Befriend a statistician, or group of statisticians, and enrol their help
whenever you can. They will often add value in unexpected ways!

Probability

If you read about probability in elementary statistics textbooks you will
typically find it introduced using simple examples with simple answers:
What are the chances that a coin will land heads, rather than tails if you
flip it once? What are the chances of getting two 6s if you throw two
six-sided dice? However, when faced with complex real-world situations
in public health both the questions and the answers will be complex and
may relate, for example, to the expected number of cases of a disease in
a population, the likelihood a particular exposure has led to an observed
health outcome, or the assessment of your organization’s performance
when benchmarked against similar organizations. To describe and deal
with probability—which we may come across in relation to risk (see
LI Chapter 6.5)—it is useful to know some of the statistical ways in which
it is conceptualized: in terms of distributions, and using p values and con-
fidence intervals.

Distributions

Distributions have to do with the way in which the values of something
that has been measured (a ‘variable’) are distributed in a population.

111



112

PART 2 Data and information

For example, are they all the same (everybody has one head), split into
two groups (most people think of themselves as either male or female),
or do they come with a broad range of values (people are of different
heights)? The most commonly referred to is the normal distribution—
this has a ‘bell-shaped curve’ when plotted, indicating that there are many
cases with values in the middle of the range and then a decreasing number
with values farther away from the middle.

This distribution often occurs in physiological measurement (such as
blood pressure) or in standardized tests (such as IQ tests). Figure 2.5.1
shows an example of approximately normally distributed data—in this
case the data represented in the histogram are BMI scores, based on self-
reported weights and heights, of women in India who responded to the
WHO’s World Health Survey. The smooth line shows the normal distri-
bution—you will see that the actual values correspond closely, though not
exactly, to this distribution.

Like all statistical distributions—and there are many—the normal dis-
tribution has specific statistical characteristics (which you can look up for
yourself if you are interested).

.25

154

Fraction

.05

0 T T T T
10 20 30 40
Female BMI

Figure 2.5.1 Normal distribution.

P values

Short for ‘probability value’, a P value is helpful in assessing whether a
given value (or difference) is likely to have arisen by chance. In simple
terms, the lower the P value, the less likely it is the thing you are inter-
ested in happened by chance. The cut-off value for statistical significance
is conventionally set at P = 0.05 (though lower values are sometimes
used), meaning that P values of less than this are considered statistically
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significant: meaning that the probability that the effects observed could be
due to chance alone is 1in 20 (or less) if they occurred purely randomly.
The smaller the p value, the less likely your results is due to chance alone.
Bear in mind, however, that 1 in 20 is an arbitrary figure used by the scien-
tific community to indicate statistical significance.

Confidence intervals (Cls)

The ranges within which you can be confident, to a specified level, that the
true value you are estimating lies. In this way they provide a measure of
the robustness of results. The most commonly used Cl is 95% and you will
see something like 28.3 (95% Cl 27.1-29.5)’, which means an estimated
value (point estimate) of 28.3 and a 95% likelihood that the true value is
somewhere between 27.1 and 29.5. Another way to think about it is to
assume that if you repeat the same study 100 times, the results would lie
within the estimated confidence intervals 95 times out of the 100.

You should bear in mind that uncertainty in estimates is mostly deter-
mined by sample size—the larger the sample, the greater the likelihood
that the sample value is closer to the true population value. It also follows
that a narrow confidence interval indicates a large sample and therefore a
more precise estimate of the true population value. Box 2.5.2 contains an
example of how to interpret confidence intervals and P values.

Box 2.5.2 Interpreting confidence intervals and p values

Imagine you want to compare the effects of two interventions, Ashit and

Buttout, that each aim to help people quit smoking. You have gathered

some data and ask a statistician to help you analyse the results. She tells

you the following:

o the successful quit rate with Ashit is 71.5%

o the successful quit rate with Buttout 61.5%

o the difference in quit rates between Ashit and Buttout is 10% (this is
the ‘mean’ difference in effect) and the 95% Cl for this difference is 8
to 12, with a p value of 0.003.

What do these numbers mean? In this case the Cl is the range of values
between which the mean difference would lie on 95 occasions if the
study was done 100 times. Put another way, you can be 95% confident
that the true difference at population level is between 8 and 12%, i.e.
Ashit may be as much as 12% more effective than Treatment B or as
little as 8% more effective).

The p value is the probability that a result of this magnitude would
occur by chance alone if there were really no difference in effect
between the two treatments, i.e. the likelihood of such a result occur-
ring due to chance alone is only 3 in a 1000.

In this case, it seems likely that Ashit is more effective than Buttout
and that the difference is about 10%.
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Standardization

You will often want to compare mortality or disease incidence between
two or more populations—for example, between your region and a
neighbouring one, or between your local population and the national
average. The comparison of crude mortality or incidence rates can be mis-
leading if the populations differ in terms of basic characteristics such as
age and gender (which are potential confounders—see L] Chapter 2.6).
Standardization is a technique used to account for potential confound-
ing variables when comparing two or more population groups, and is
most commonly used to adjust for differences in age structure between
populations.

Two main techniques are used, direct standardization and indirect stan-
dardization, and it is important you understand the differences between
them.

o In direct standardization the age-specific rates in the populations of
interest are applied to age-specific bands in a reference population
thereby allowing direct comparison of the two populations. The

main advantage of this approach are that it can be used to compare
rates across various geographical areas and time and that it allows
comparison of the relative burden of different diseases and causes of
death within a population. Its main disadvantages are that age-specific
rates may not be available for the population of interest as well as not
being very reliable or stable for small number of events.

In indirect standardization the observed pattern is compared with what
would be expected if the population had the same age-specific rates
as in a defined reference population, i.e. the number of actual events
is compared with the number of expected events. This produces a
ratio called a standardized ratio (e.g. SMR or standardized mortality
ratio; SIR or standardized incidence ratio). The standardized ratio for
a reference population is always 100 and therefore a value of less than
100 indicates lower rates than the reference population and a value of
greater than 100 indicates a higher rate than the reference population.
Box 2.5.3 contains a worked example of how to use both forms of
standardization.
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Box 2.5.3 Direct and indirect standardization

Imagine you are interested in comparing mortality rates in two regions,
A and B. The table below shows the number of deaths occurring in each
age band in the two populations, the number of people in each band and
the calculated death rate in each age band (for simplicity only four age
bands have been used).

Region A Region B
Age Number | Population| Rate (per | Number |Population |Rate (per
band of deaths 100000) | of deaths 100000)
014 |2 100,000  |2.0 3 110,000 2.72
1544 |19 150,000 | 12.66 18 130,000 13.84
45-74 1196 140,000 | 140.0 330 250,000 132.0
75+ 1480 110,000 1345.45 3560 260,000 1369.23
Total 1697 500,000 3911 750,000

The crude death rate (number of deaths divided by population) in
Region A is 339.4 and in Region B is 521.5 so it appears Region B has a
higher death rate A. There are, however, differences in the age structure
of the two populations—in Region B more than two-thirds of the popu-
lation is aged 45 or over, but in Region A less than half the people are
that age—and most deaths happen in older age groups.

You can compare the two Regions by direct standardization using a
standard reference population. Assume the standard population here
has 150,000 people aged 0-14, 300,000 aged 15—44, 400,000 aged 45-75,
and 250,000 aged 75+.

If you apply the age-specific rate in each county to the standard
population:

The age-standardized death rates—360.5 in Region A, 363.4 in Region
B—are very similar suggesting the difference in crude death rates is due
to the differences in the age distributions.

County A County B

Age Rate (per | Population | Expected | Rate (per | Population | Expected

band 100000) number of | 100000) number
deaths of deaths

0-14 2.0 150,000 3 272 150,000 4

1544 | 12.66 300,000 38 13.84 300,000 42

45-74 [140.0 400,000 560 132.0 400,000 528

75+ 134545 |250,000 3364 1369.23 250,000 3423

Total 1,100,000 | 3965 1,100,000 3997
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You can compare the death rates in the two populations using indirect
standardization, i.e. applying the age-specific death rates in a standard
or reference population to the two counties. Assume the age-specific
death rates in the standard reference population are 3 in people aged
0-14, 13 in people aged 15-44, 135 in people aged 45-74, and 1350 in
people aged 75+. You can apply these rates to the age bands in the two
Regions:

Region A Region B
Age | Rate (per |Population Expected | Rate (per | Population| Expected
band | 100000) number ofl 100000) number of

deaths deaths

0-14 |3 100,000 |3 3 110,000 |3
15-44 |13 150,000 |20 13 130,000 17
45-74 1135 140,000 189 135 250,000 338
75+ 1350 110,000 1485 1350 260,000 3510
Total 500,000 1687 750,000 3868

SMR = Observed events x (100/Expected events )
SMR (Region A): 87.73 SMR (Region B): 101.11

If the mortality rates in the two populations were similar to that of the
reference population their SMRs would be 100. These figures suggest
Region A has a lower rate than Region B, but further examination is
needed to determine if this is a real difference or just due to chance.
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Potential pitfalls

Statistics are tools and like any tools can be misused.

o Using arbitrary cut-points: cutpoints at 0.05 for P values and 95% for
Cls present the problem that 1 in 20 times they will be wrong: that
is, one in twenty times the true value being estimated will fall outside
the bounds of a 95% Cl, and 1 in 20 times a P value of more than 0.05
will be assigned to a difference that is, in fact, statistically significant.
The use of 0.05 and 95% is conventional and other values can be used.
It is unclear what the difference is, for example, between a difference

with a P value of 0.049 and one with a P value of 0.051: in conventional
terms one is statistically significant and the other is not, but in practice

there is little difference between them.

when a P value is above 0.05 you cannot conclude that there is no
difference just that you have not found one. This may occur for a
number of reasons—often because the sample size is too small.
Remember that absence of evidence is not evidence of absence!
Prioritizing statistical over practical significance: establishing statistical
significance is useful, but people can become too attached to it and you

must always consider clinical or other practical significance. For example,

a study reports a new intervention reduces systolic blood pressure by
0.2mmHg and that the reduction is statistically significant (P < 0.001).
Great—but what does that mean in practice! A change in blood
pressure of that size is unlikely to make a difference to any individual
patient and even on a population level is not likely to be discernible. It
would be easy, if reviewing the evidence, to seize on the low P value
and clear statistical significance of this finding and to ignore the practical
significance, but it is important you always consider statistics in context
and use your professional judgement to interpret what is going on.
Forgetting the limitations of statistics in summarizing: a useful
demonstration of this is known as Anscombe’s quartet.? This shows
graphs of four datasets, each with different x and y values and a
different overall shape, which nevertheless share key descriptive
statistics.(see Figure 2.5.2) In each of the datasets the following values
are all identical or very close: the number of observations (11), the
mean of the x’s (9.00), the variance of the x’s (11.00), the mean of the
y's (7.50), the variance of the y’s (4.1), the correlation between x and
y (0.816), and the linear regression line (y = 3 + 0.5x). Despite these
similarities, the distribution of the values is obviously different in each
case. This example highlights the value of graphing data as well as the
importance of identifying outliers; more generally, it should remind us
to be cautious in assuming that we know everything that is happening
in a situation based solely on the use of some summary statistics.
Relying on frequentist approaches: the way of dealing with statistics
described here is called a frequentist approach and many statisticians
feel this is inferior to a Bayesian approach.’ It is beyond the scope of

this chapter to deal with this but, briefly, the difference relates to how
you use existing information about a situation and how you modify this

in light of new information received.

Drawing faulty conclusions from results that are not statistically significant:
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o Thinking you know too much: it is possible to go wrong with statistics,
particularly because the rules that apply in one situation may not apply
in others. You should seek the input of a dedicated statistician when in
doubt, and do so earlier rather than later—see p. 117.

Anscombe’s quartet

| Il 1] \%
x Y X Y x Y x Y
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13 7.58 13 8.74 13 12.74 8 7.71
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Figure 2.5.2 Anscombe’s quartet.
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How will you know whenl/if you have
been successful?

You will know you have a good grasp of statistics and their application in
public health practice when you find other people approaching you for
help with their statistical problems!

Further resources

Campbell MJ. (2006). Understanding modern statistical applications in medicine, 2nd edn. BMJ Books,
London.

Campbell MJ. (2009). Statistics at square one, 11th edn. BMJ Books, London.

Kirkwood B, Sterne J. (2003). Essential medical statistics, 2nd edn. Wiley-Blackwell, Harlow.

Rothman KJ. (2008). Modern epidemiology, 3rd edn. Lippincott Williams & Wilkins, London.

Tufte ER. (1983). The visual display of quantitative information. Graphics Press, Cheshire.
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2.6 Inference, causality,
and interpretation

lain Lang

Felix qui potuit rerum cognoscere causas
(Fortunate is he who can understand the causes of things)'

Objectives

Understanding causality and interpreting evidence in public health prac-
tice can be challenging. This chapter describes some of the key concepts
involved, including association, causation, bias, confounding, and error.
Although understanding the causes of things is a key public health skill, just
as important are being aware of the limits to our understanding of what
causes things, being able to communicate these limits to other people,
and being able to make decisions even when the information we have is
incomplete or inconclusive. This chapter will help you become familiar
with some of the main concepts in this area, to understand how the infer-
ences we can draw from evidence are shaped, and give you some insight
into the limits of our understanding based on the available evidence. You
may find it useful to read this chapter alongside ) Chapters 2.1, 2.4, 2.5,
2.7,and 6.5.

Why is this an important public
health skill?

Being able to assess evidence and understand what it represents in terms
of cause and effect, or what it might represent, or what it definitely does
not represent, is crucial to practicing public health. If you lack the skills
and understanding to do this you could find yourself adrift in a sea of claim
and counter-claim, unable to differentiate association from causation or
confounding from true effect.

When it comes to understanding the causes of things, the ‘things” we
are concerned with in public health are usually diseases or other harmful
conditions (the causes of which we want to identify in order to reduce or
prevent them) or successful positive outcomes (the causes of which we
want to identify in order to stimulate or promote them).

We may need to understand the causes of things in relation to a piece
of formal evidence, such as a critical appraisal of a peer-reviewed study,



INFERENCE, CAUSALITY, AND INTERPRETATION

or in a range of other settings: an article in a newspaper, a letter or email
from a concerned individual or group, or a public challenge in a meeting.

Definitions

o Inference: is the process of passing from observations and axioms to
generalizations. Making causal inferences from observational data is an
important aspect of epidemiology and public health practice.? When
we make inferences we are typically concerned with the interpretation
of evidence in light of our prior understandings to reach conclusions
about what has occurred (or what will occur).

Causation: is the act of causing something, and causality is the
relationship between cause and effect. As The Dictionary of
Epidemiology notes, most ‘clinical, epidemiological, and public health
research concerns causality’.? Association between two things means
that they co-occur, or that a change in one has been observed to
happen alongside a change in the other, In statistics, association means
dependence between two or more events or characteristics.?

A mechanism: is the way a particular event or outcome occurs and is
often described in terms of agents or steps involved.? Although the
name suggests a physical or mechanical understanding of how things
work, in public health a mechanism may be biological, social, cultural,
or of some other type or combination of types.

Causes are sometimes referred to as necessary or sufficient: if a cause
is necessary for an outcome then the outcome will not arise unless
that cause is present. If a cause is sufficient for an outcome then

the outcome can arise if that cause is present and no other cause is
needed. If a cause is both necessary and sufficient for an outcome
then the cause by itself can bring about the outcome and the outcome
cannot occur without the cause. If a cause is neither necessary nor
sufficient for an outcome then the outcome can occur without the
cause: the cause by itself is not enough to bring about the outcome
and other factors are needed. In public health we rarely come across
causes that are both necessary and sufficient—that is, single causes
with single outcomes. An individual cause is typically neither necessary
nor sufficient and we have to consider combinations of causes as well
as the importance of context (see below).

Confounding or confounding bias: refers to distortion of the measure of
the effect of an exposure on an outcome because of the association of
both the exposure and the outcome with another factor or factors.?

o Error:is a false or mistaken result and classified into two types:

e Random error—refers to variation in measurement or results with
no apparent connection to other measurements or variables and
thought of as being due to chance

« Systematic error or bias—refers to variation in measurements or
results that is consistently wrong in a particular direction, often
because of an identifiable source.?
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Association versus causation

The difference between association and causation is important and you
may hear the warning ‘association does not equate to causation.” Two
things may occur closely together (in time or in space) and be described
as associated, but this does not necessarily mean that one caused the
other; they may both be consequences of some third event or there may
be no relationship between them. For example, on a population level we
might observe an association between having grey hair and cancer: the
more grey hair a person has, the more likely they are to receive a cancer
diagnosis.

These two things are associated, but this does not mean that one causes
the other—having grey hair does not make you more likely to have can-
cer and having cancer does not make your hair turn grey. In this case,
association does not imply causation. (A more reasonable explanation is
that both grey hair and likelihood of cancer diagnosis are related to age—
though even here the causal relationship is not straightforward and we
would not say age causes cancer.)

A noteworthy text on causation in public health contains ‘the Bradford-
Hill criteria’ and presents as a series of viewpoints ‘we should especially
consider’ when thinking about whether an observed association involves
causation. The nine points are summarized in Box 2.6.1.

Box 2.6.1 Austin Bradford Hill’s criteria for identifying an
association likely to involve causation®

o Strength of association: how strong is the relationship?

Consistency: is the cause always followed by the supposed outcome,

or only sometimes?

Specificity: does the outcome only follow this cause or does it occur

in other ways too?

Temporal relationship: does the cause precede the outcome?

Biological gradient: is there a dose-response relationship, i.e. does

more of the cause lead to more of the outcome?

Plausibility: does it make sense that the outcome and the cause are

related, biologically or otherwise?

Coherence: does the apparent relationship between cause and

outcome make sense in relation to what we already know on this or

related topics?

o Experiment: is the evidence from experiments or quasi-experiments
to support the relationship?

o Analogy: are there comparable relationships that would support the
idea that this association is a causal one?

Some epidemiologists have pointed out that Hill did not use the word
‘criteria’ and that these points are not suitable as a checklist to differenti-
ate association from causation.*

You will soon realize that it is hard, in a public health context, to talk
about ‘causes’. Does smoking cause lung cancer? Yes, in a sense, but there
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are plenty of people who smoke and never develop lung cancer, and of
course people who develop lung cancer who have never smoked. Often
it is easier to talk about risks and say, for example, that smoking increases
the risk of lung cancer (see also ] Chapter 6.5).

Confounding and other complications

For something to be classed as a confounder it must satisfy three

conditions:

o it must be associated with the suspected cause

e it must be associated with the outcome

o it must not be on the causal pathway between the two—so if a causes
b and b causes ¢ then we would not call b a confounder.

Some examples may help here. If we found lung cancer was more com-
mon in people who consumed alcohol than those who did not we might
infer alcohol causes lung cancer. However, this would be an incorrect
inference and the confounder here is smoking; those who drink alcohol
are more likely to smoke, smokers are more likely to get lung cancer, and
it is not the case that alcohol consumption causes smoking which causes
lung cancer. All three conditions are satisfied so we can identify smoking
as a potential confounder of the relationship between alcohol and lung
cancer.

To take another example, if we found heart attacks were more com-
mon in obese people we might infer that obesity causes myocardial infarc-
tions (heart attacks). A factor that is not a confounder in this case is high
blood pressure. Obesity is associated with high blood pressure and high
blood pressure with myocardial infarctions, so the first two conditions are
satisfied, but people who are obese are more likely to have high blood
pressure and those with high blood pressure are more likely to experi-
ence a myocardial infarction. High blood pressure is not a confounder, in
this case, because it is on the causal pathway between obesity and myo-
cardial infarction. (Although there may, of course, be other confounders
present.)

In epidemiological studies, confounding can be controlled to some
extent through study design (by using matching or randomization) or
through statistical analysis (through stratification or modelling), but these
approaches depend on being able to identify confounders.® A big problem
relates to unidentified confounding, that is those situations in which we fail
to recognize the presence of one or more confounders. In the example
of alcohol, smoking, and lung cancer, if we did not realize smoking was
playing a role (i.e. failed to identify it as a confounder) we might wrongly
conclude alcohol causes lung cancer (see Box 2.6.2).

Another complication relates to interaction, which occurs when the
combined effects of two or more exposures on an outcome are different
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Box 2.6.2 Causal diagrams on confounding and interaction

An apparent association between alcohol consumption and lung can-
cer is confounded by cigarette smoking, which is associated both with
alcohol consumption and lung cancer, but not on the causal pathway
linking them.

alcohol
consumption
cigarette
smoking
lung cancer

Here, high blood pressure is associated with both obesity and myo-
cardial infarctions, but is not a confounder because it is on the causal
pathway: obesity leads to increased blood pressure which can cause
myocardial infarctions.

obesity
\ high blood

pressure

myocardial
infarction

Interaction is said to occur when the combination of two or more
factors leads to different outcomes. This could reduce the magnitude or
likelihood of the outcome or increase it: here, the combination of long-
term exposure to asbestos and cigarette smoking is more likely to cause
lung cancer than either of those exposures alone.

from the effects we would expect from each when considered separately.
This may reduce or increase the magnitude or likelihood of an outcome.
A well-known example relates to the combined effects of smoking and
asbestos exposure on lung cancer: the chances of developing lung cancer
in those who both smoke and are exposed to asbestos are greater than
we would expect based on the chances of developing lung cancer associ-
ated with each exposure by itself. Other forms of interaction are apparent
in relation to gene-environment interactions: for example, the APOE gene
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is a predictor of late-onset Alzheimer’s disease, and various lifestyle fac-
tors increase the risk of Alzheimer’s disease, but those who have both
specific alleles of APOE and risky lifestyle behaviours have a magnified risk
of dementia.® (See also ) Chapter 3.7).

Random and systematic error

All measurements are imprecise on some level—measurements to the
nearest kilometre are imprecise in terms of meters, measures to the near-
est meter are imprecise in terms of centimetres, and so on—so random
error is present in any measurement. In public health information one
possible source of random error relates to sampling from populations. No
single sample, random or otherwise, is fully representative of the popula-
tion from which it is taken. This means that, for example, the mean of a
sample will differ from the mean of the population from which the sample
has been drawn. Ways of reducing the random error include drawing a
larger sample or drawing multiple samples from the same population.’

The important difference between random error and bias is the ‘sys-
tematic’ element of bias such that measured values not only differ from
true values, but do so as the result of an underlying factor or factors that
affect all the differences in a specific way. As an analogy, think of two
archers aiming at a target. One of them is not a good aim and tends not
to hit the bulls eye, but to scatter her shots around the target. The other
always aims too far to the left and so her shots always land to the left of
the target. If the target was removed after they had fired, but you could
see where the arrows had landed you might be able to guess where the
first archer had been aiming by picking somewhere in the middle of the
holes—but this tactic would not work with the second example (unless
you knew she always aimed to the left) and you would tend to misidentify
where the target had been. In the same way, with random error present
we can infer approximately where the true value lies, but with systematic
error we risk making an incorrect inference unless we are aware of the
type and size of the bias.

Many forms of bias have been described and some of the more common
are set out in Table 2.6.1. Biases can be addressed, though not necessarily
fully, in either the design or the analysis of a study. RCTs involving random
allocation and blinding represent one of the best ways of minimizing bias,
but even RCTs can be subject to bias.® A well designed RCT is likely to
contain the strongest evidence we can obtain from a single study, but we
still need to consider the extent to which its results may be generalized
(see L Chapter 2.4).
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Table 2.6.1 Common types of bias

Type of bias Source of bias Example

Selection Systematic differences People in households with
between individuals higher socioeconomic
participating in a study and status were more likely
those who do not. This to allow measurements
can arise because of self- of magnetic fields in the
selection or other aspects home to be taken, but
of the study selection less likely to live close
procedure. to sources of magnetic

fields than those in lower
socioeconomic status
households.”

Reporting People may be selective Women who have
about the way they report experienced abortions
information. Certain may be inhibited about
types of information telling researchers about
are particularly likely them, leading to systematic
to be misreported, e.g. under-reporting.'®
about levels of alcohol
consumption or sexual
history.

Recall Individuals wrongly In retrospective studies,
remember and report mother’s reports of
information about past gestational age at birth
events, for example differ depending on
because certain events whether the delivery was
or experiences are at term or preterm.’
particularly memorable

Detection Different assessment or In RCTs, knowledge of the

diagnostic techniques
tend to be better or
worse at detecting
particular conditions, or
to be applied differently in
different settings

arm to which a participant
has been assigned can
influence assessment of
outcome.™

What do we do when the evidence is
not good enough?

These considerations—of causation versus association, of causes and con-
founders, of bias and error—are central to the formal critical appraisal
of study findings. As public health practitioners keen to ensure our prac-
tice is appropriately evidence-based and to ensure we get the outcomes
we want and avoid those we do not, you may also wonder how we can
achieve anything, and make any decisions, when there are so many caveats
about causes and inferences and the information you have in front of you
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is less than conclusive. What do you do when the evidence is not good
enough!

You might begin by reflecting on the fact that the evidence is never good
enough—or at least, not often. For some core public health activities, like
vaccination, the evidence available is strong, but for others, like eating five
pieces of fruit and vegetables a day, it is less compelling than you might
imagine. On some topics RCTs are impractical or unethical and in these
situations we are reliant on observational studies. On such topics—includ-
ing, for example, the health effects of environmental toxins," the long-term
consequences of behaviours,™ or population-level patterns of health"*—we
must rely on data that are suggestive, rather than conclusive.

In the end you will have to make decisions and recommendations and
simply declaring the existing evidence is inconclusive is not likely to be help-
ful (unless you are making the case for conducting research or evaluation).
A useful theoretical orientation on this is provided by work on realistic
evaluation and evidence-based policy making."® This approach to evidence
and decision-making is in contrast to the standard focus on weight of evi-
dence and depends instead on the basic realist formula of causation:

mechanism + context = outcome

In this understanding, causes (or mechanisms) do not exist in a vacuum,
but operate, and must be understood, in complex social and organiza-
tional environments. This implies that what works in one setting will not
always work in another and is one reason to be cautious about assuming
what has been shown to work in an RCT, for example, will produce the
same outcomes when put in place else-where; the context of a trial is
different from the ‘real’ context in which we each work so even if the
mechanism is the same, the outcome may be different. Approaches to
evaluation that identify it as a social practice rather than as scientific test-
ing can also usefully inform our understanding of how evidence is created
and interpreted—all these things occur in complex social and organiza-
tional environments."”

Once you have realized the evidence is typically not going to be as
strong as you would like it to be, you will probably proceed on a pragmatic
basis—making the best decision you can based on the best evidence that is
available, what you know about the local situation, your prior experience
of related issues, and the advice and input of colleagues or partners. In
such contexts the more inclusive notion of knowledge-based practice may
be more useful than thinking in terms of pure evidence-based practice.’®

Conclusion

Being able to appraise the strengths and weaknesses of evidence is cru-
cial to effective public health practice. Knowing what is meant by infer-
ence, association, causation, bias, and confounding is crucial to shaping our
understanding of what can and cannot be inferred from the information
available to us. In practice, our decisions and actions will be shaped by
combining this understanding with our knowledge of complex local fac-
tors and politics.
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Further resources
Bonita R, Beaglehole R, Kijellstrom T. (2007). Basic Epidemiology, 2nd edn, pp. 83-97. WHO,

Geneva. . Available online at: R http://libdoc.who.int/publications/2006/9241547073 _eng.pdf
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2.7 Finding and
appraising evidence

Anne Brice, Amanda Burls, and Alison Hill

Objectives

Making good public health decisions requires integrating good information
(much of it routine; see [J Chapters 2.1, 2.7 and 2.8) with good research
evidence. However, there is a vast quantity of research evidence available,
much of it poor quality. This chapter aims to help you find and appraise
research evidence efficiently, so the best, most relevant research evidence
is used to improve health.

Finding research evidence

What sort of evidence do you need?

Before searching for evidence, you need to know what sort of evidence to
look for. To do this you need to:

e have a clearly formulated question

o know what study design would best answer the question you have.

To formulate your question you need to specify, for the context of your
decision, the:

e population (to whom is the decision being applied)

exposure (an intervention if the question is about effectiveness, or a
risk factor if the question is about harm)

comparator

outcome(s)

time (period or time horizon you are interested in).

This is the acronym PECOT." Another well-known acronym is PICO
(Population or participant, Intervention or indicator, Comparator or con-
trol, Outcome) which is frequently used for clinical questions.

Table 2.7.1 shows the best primary research design for different ques-
tions. If an appropriate study design has not been used then the study is
unlikely to provide information of value to your decision. If available, a
good quality up-to-date systematic review of studies of the appropriate
design will give the best overview.
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Table 2.7.1 Best primary research design for different questions

Type of question Study design

Effectiveness Randomized controlled trial

Etiology and risk Cohort and case—control studies

factors

Harm Cohort and case—control studies

Prognosis Inception cohort/survival studies

Diagnosis Diagnostic test study (or randomized controlled
trial)

Patient experience Qualitative studies, e.g. questionnaires, focus groups,

(e.g. of illness, interviews,

treatment or

service)

Incidence and Cohort or cross-sectional

prevalence

Value for money Economic evaluation (e.g. cost-effectiveness study or

cost-benefit study)

The question you have formulated, and the best study design to answer
the question, will help to shape your search for evidence, and we explain
the process in the section below.

Finding the evidence

It can be difficult to find the best research evidence, and to know when
you have found it. Developments in technology, particularly on-line data-
bases, mean that you can access a huge range of resources (See Box 2.7.1).
However, you need a systematic and reproducible approach to avoid
wasting time, missing relevant literature, or having to wade through large
quantities of irrelevant citations. Searching techniques need to be sensitive
(to get as much of the information you do need as possible) and specific (to
minimize the amount of retrieved information that you do not need).

Box 2.7.1 Google

Many people use Internet search engines, such as Google, to find health
information, particularly when they need it quickly. However, the infor-
mation you find is more likely to be biased, as there are fewer controls
for quality, compared to other sources. For instance, search engines may
include paid-for advertisements, it may be difficult to determine who the
authors of the information are, and the information you find may not be
reliable or up-to-date, and may even be harmful.

You can use a checklist, such as the LIDA tool (www.minervation.
com, accessed 29 March 2011), or look for a quality mark such as the
Information Standard (www.theinformationstandard.org accessed 29
March 2011), or the HON code (www.hon.ch accessed 29 March 2011)
to help ensure that you are using good quality resources.
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Searching for scientific literature is not a linear process. Search strate-
gies may need to be refined in the light of citations retrieved in order
to improve the identification of relevant papers—often called ‘iterative
searching’.

Sources of information

Evidence can be found in a wide range of sources. There are between
20,000 and 30,000 biomedical journals, and about 17,000 new biomedical
books are published every year. Therefore you need a clearly defined
question and knowledge of which source to search.

Sources include guidelines, the Cochrane Library, Medline/PubMed,
Embase, Scopus, and many others, plus primary and secondary journals,
grey literature, and textbooks. These resources can be accessed in a num-
ber of ways, for example via specific databases or via national/international
portals [e.g. NHS Evidence (www.evidence.nhs.uk accessed 28 March
2011) in the UK].

Selecting sources

Deciding which sources to search and the nature of your strategy will
depend on many factors, including the purpose of your search and the time
available. Using a protocol can help you plan your approach and ensure
that the search is reproducible. A sample protocol is included in Figure
2.7.1. Other useful resources can be found on the website of the Centre
for Evidence-Based Medicine (www.cebm.net, accessed 28 March 2011)

Doing the search

When creating a search strategy it is essential to go back to your carefully
formulated question. This will help you identify relevant terms on which
to base your search, and to build the blocks of your search strategy. Start
with a broad, or sensitive, search. This will find a lot of material, much
of which may not be relevant. It is important not to limit or narrow the
search too quickly as this may exclude vital evidence from your search
results. For example, in order to search as broadly as possible in Medline
we need to know how to:

o perform a MeSH (Medical Subject Heading) search

o perform a text word, or free-text search.

For each concept within the search identify the relevant MeSH terms,

and also keywords and synonyms to search as free text. Using techniques

such as:

o exploding the thesaurus terms

o applying all subheadings

o using truncation and wild cards will help ensure that useful evidence is
not excluded.

The search can always be refined later if the results are not as expected.
As indexing quality is variable, it is important to build a search strategy
using a combination of both MeSH terms and text words, and combine
the results using Boolean logic ‘operators’ such as ‘AND’ and ‘OR’ and
‘NOT".
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Type of question

Interventlon Other |

: Database of Abstracts
DARE-2

of effectiveness
|

Controlled trials register
CENTRAL-2

Critical
Appraisal

Critical
Appraisal

é BEWARE

You are now entering
territory with lower
quality studies

No studles

|

Figure 2.7.1 Protocol for a search strategy. Reproduced with the kind permission
of Paul Glasziou and Carl Heneghan.

Searching for quality

To narrow a search, and increase its specificity, requires systematically
excluding the least useful articles. The most useful criterion on which to
search for quality papers is to look at the methods being used. Look for
the use of GRADE (Grading of Recommendations Assessment, Develop-
ment and Evaluation) (S http://www.gradeworkinggroup.org/publications/
index.htm accessed 28 March 2011), an internationally recognized system
for assessing the quality of evidence. Reporting checklists for a range of
different study types are available through the EQUATOR (Enhancing the
Quality and Transparency of Health Research) (R http://www.equator-
network.org/accessed 28 March 2011).
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Using search filters

Search filters are tried and tested literature search strategies that provide
a more effective way of refining your search to find high-quality evidence
appropriate to your type of question. They can be used to identify system-
atic review and randomized controlled trial literature on Medline, and in
other databases. There are also methodological search filters which will
help you retrieve sound clinical studies that deal with:

o diagnosis

® prognosis

o therapy

o etiology

o guidelines

o treatment outcomes

o evidence-based health-care methods.

These are built into PubMed and Clinical Queries.

Search strategies

Search strategies should be explicit and reproducible. Start with a broad
search, and then narrow by quality filters. Remember to match the search
strategy to the question, and that searching is an iterative process. For
more help and instructional videos in searching for evidence go to Health
Knowledge (http://www.healthknowledge.org.uk/interactive-learning/fae/
finding-the-evidence accessed 28 March 2011).

Appraising research evidence

Critical appraisal is the systematic assessment of research evidence. No
research is perfect. The purpose of appraising a study is not to find fault
because it is less than ideal, but rather to identify what, if anything, is of value
that could help inform your decision. You might find it helpful to think of the
word critical as meaning to find value (i.e. critique), rather than just consider-
ing a more common interpretation of the word (to find fault/criticize).
When critically appraising any study you need to be able to tell:

what question the researchers set out to answer (concise, answerable
question in full)

whether they used an appropriate study design (methods—the right
methods done correctly)

what they did

what they found (results—in numbers and words)

the implications of the findings in your context (relevance—so what?).

Screening questions for any study

Given the vast number of potential studies available, you need to triage
papers for their potential usefulness. Thus, the first question to ask is
‘Is a clear question being addressed? You need to ensure here that you
can identify all the components of the question (PECOT, see [ Finding
research evidence). If the answer is no, or you cannot tell, then the paper
is unlikely to be useful (in fact, it is likely to be positively unhelpful—it
might support your prior belief and thus you ascribe it too much value,
and find it difficult to forget).


http://www.healthknowledge.org.uk/interactive-learning/fae/finding-the-evidence
http://www.healthknowledge.org.uk/interactive-learning/fae/finding-the-evidence

FINDING AND APPRAISING EVIDENCE

The next question is ‘Did the researchers use an appropriate study
design for the question they were asking? Remember it is usually only
worth proceeding to appraise a study in more depth if it has a clear ques-
tion and appropriate study design.

Appraising the validity of studies of different designs

We use studies to inform our decision making. Thus we need to know to
what extent a study’s findings are likely to reflect the ‘truth’. For exam-
ple, if a study finds the death rate in those treated with a new treatment
is half that in patients given the standard treatment, we would like to
be convinced that this is because the new treatment actually halves the
death rate and was not simply due to the way study was done. Systematic

Box 2.7.2 Randomized controlled trials (RCTs) (see L1
Chapter 2.4)

o Was the allocation of patients to treatments randomized?

o Was this allocation concealed?

o Were the groups similar at the start of the trial, in terms of factors
that might affect the outcome such as age, sex, and social class?

o Were patients, health workers, and study personnel ‘blind’ to
treatment?

o Apart from the experimental intervention, were the groups treated
equally?

o Were all of the patients who entered the trial properly accounted
for at its conclusion?

o Were patients analysed in the groups to which they were
randomized?

See also the validated scale for assessing the quality of an RCT.2

Box 2.7.3 Systematic reviews and meta-analyses

To be valid, a review should systematically identify and evaluate all

appropriately designed studies that address the question being consid-

ered and, where appropriate, combine their results. If this is not done

properly there is the potential for bias and the results will not be trust-

worthy even when the included papers were well conducted.

o Did the reviewers try to identify all relevant studies?

o Did the reviewers assess the quality of the included studies?

e If the results of the studies have been combined, was it reasonable
to do so?

See also the validated scale for assessing the quality of a meta-analysis.®

Box 2.7.4 Cohort and case-control studies

o Was the cohort recruited in an acceptable way?
e Was the exposure accurately measured to minimize bias?
e Was the outcome accurately measured to minimize bias?
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o Have the authors identified all important confounding factors?

® Have they taken into account the confounding factors in the design
and/or analysis?

o Was the follow up of subjects complete enough?

o Was the follow up of subjects long enough?

See also the validated scale for assessing the quality of non-randomized
studies.*

Box 2.7.5 Economic evaluations (see LII Chapter 1.6)

o Was a comprehensive description of the competing alternatives
given (i.e. can you tell who did what to whom, where, and how
often)?

o Was there evidence that the programme’s effectiveness had been
established?

o Were all important and relevant consequences and costs for each
alternative identified?

o Were consequences and costs measured accurately in appropriate
units (for example, hours of nursing time, number of physician visits,
years of life gained) prior to valuation?

o Were consequences and costs valued credibly?

o Were consequences and costs adjusted for differential timings
(discounting)?

o Was an incremental analysis of the consequences and costs of
alternatives performed?

o Was a sensitivity analysis performed?

Box 2.7.6 Diagnostic tests

o Did all patients get the diagnostic test and the reference standard?

o Could the results of the test of interest have been influenced by the
results of the reference standard?

o |s the disease status of the tested population clearly established?

o Were the methods for performing the test described in sufficient
detail?

Box 2.7.7 Qualitative studies

o Was the recruitment strategy appropriate to the aims of the
research?

o Were the data collected in a way that addresses the research issue?

o Has the relationship between researchers and participants been
adequately considered?

o Have ethical issues been taken into consideration?

o Was the data analysis sufficiently rigorous?
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deviation of results from the truth because of the way a study is conducted
is known as bias.

An important element of critical appraisal is to check that potential
biases were both identified and minimized. Since different study designs
are prone to different biases, there are specific questions you need to
focus on to check their validity. We provide the following checklists as
an aide-mémoire for the important biases you need to check for when
appraising studies of different designs. Where there are specific validated
scales these are referenced in the checklists.

Learning critical appraisal skills requires practice and experience, there-
fore resources that can help with further learning are provided at the end
of the chapter.

Making sense of results

One should not waste time looking at the ‘results’ of a study where the
methods lack sufficient validity because it will not be possible to know if
an apparent finding is a real effect or simply due to bias because of the
way the study was conducted. However, even if the study methods are
trustworthy, it is important to consider the results critically. Also consider
the way the results are expressed as this might influence the reader’s
interpretation and subsequent decision-making (see Box 2.7.8).

What are the results?

o How were the outcomes expressed [e.g. odds ratios, risk ratios, risk
differences, numbers needed to treat (NNTs), or, in a diagnostic test
study, likelihood ratios]?

o If these results are only expressed as a relative risk such as the risk
ratio or odds ratio, is there sufficient information to calculate the
absolute risk (such as a risk difference or NNT)?

o What was the bottom-line or estimate for each outcome?

Could they have occurred by chance? (see [J Chapter 2.5)

o How likely is it that this result occurred simply by chance? (The p value
estimates how frequently a result, or a more extreme result, would be
seen by chance if there is no true effect.)

o Cls also indicate how much uncertainty due to chance surrounds an
estimate. (This is known as precision.) In an unbiased study, the Cls
can be interpreted as telling you the range in which the true effect lies

Box 2.7.8 Example of communicating the same evidence
with different emphasis . . .

Consider the following results. If nicotine replacement therapy increases
the 6-month quit rate from 10% to 17%, there are at least two ways of
communicating these results. On the one hand it nearly doubles the
quit rate, and on the other hand, because the NNT is about 14 [i.e. 1/
(0.17-0.1)], then for every 14 people who take nicotine replacement
therapy, 13 of them gain no additional benefit (approximately 2 out of
the 14 quitted, although about one would have quit anyway . . .).
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with a certain degree of confidence (conventionally 95%). If the 95%
Cls of an estimate of relative risk do not cross 1, or the 95% Cls of an
estimate of risk difference do not cross 0, then the result is ‘statistically
significant’.
What do they mean?
o How important is this result for the patient or policy decisions? It
is important to consider other ways of expressing the results as the
way in which results are expressed can influence how important they
appear. For example, try to calculate the NNT if results are reported
as relative risks or, in diagnostic test studies, the likelihood ratios
where results are expressed as sensitivity and specificity.
Were all important outcomes considered? (E.g. did the study explicitly
consider adverse events?).

Can the results be applied to the local population?

You need to consider whether there are any important differences
between the local population or setting and the study population or
setting that would mean that the results would be likely to be different
locally.

Are the benefits worth the harms and costs?

This is usually not explicitly considered in individual studies. However, the
bottom-line is that the probable benefits of a decision need to outweigh
the probable harms and costs. To make these judgment public health prac-
titioners will usually need to draw on their wider experience and back-
ground knowledge. Bear in mind that, when making policy decisions this
usually requires a consideration of the opportunity cost as well.

Further resources

Publications

De Brun C, Pearce-Smith, N. (2009). Searching skills toolkit: finding the evidence. Wiley-Blackwell,
Chichester.

Glasziou P, Del Mar C, Salisbury . (2003). Evidence-based medicine workbook, finding and applying
the best evidence to improve patient care. BMJ Books, London.

Gray JAM. (2009). Evidence-based health care and public health: how to make decisions about health
services and public health, 3rd edn. Churchill Livingstone, London.

Guyatt G, Rennie D, Meade M, Cook D. (2008). Users’ guides to the medical literature: essentials of
evidence-based clinical practice, 2nd edn. JAMA & Archives Journals, Chicago.

Straus S, Richardson S, Glasziou P, Haynes B. (2005). Evidence-based medicine: how to practice and
teach EBM, 3rd edn. Churchill Livingstone, London.

Websites

Critical Appraisal Skills Programme. Available at: & http://www.caspuk.net (accessed 29 March
2011) This site gives you the checklists that were developed by the Critical Appraisal Skills
Programme (CASP) to help with the process of critically appraising articles for a range of dif-
ferent types of research studies.

Health Knowledge. Finding and appraising the evidence. Available at: S http://www.healthknowledge.
org.uk/interactive-learning/finding-and-appraising-the-evidence (accessed 29 March 2011) This
is a set of modules take you through the process of how to find the evidence and then how
to assess the validity and reliability of the published research in order to provide effective and
efficient healthcare.

NHS Evidence Available at. S http://www.evidence.nhs.uk (accessed 29 March 2011). NHS
Evidence provides free access to clinical and non-clinical information - local, regional, national
and international. Information includes evidence, guidance and government policy. NHS staff
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who have an Athens account can also get free access to paid for journals.

Cochrane Collaboration Webliography Available at:.  http://www.cochrane.org/about-us/
evidence-based-health-care/webliography/ (accessed 29 March 2011). A webliography pro-
duced by the Cochrane Collaboration which presents an overview of the most important print
and online resources for evidence-based health care and medicine. The site contains listings
for a wide range of resources, and includes recommendations for books, articles and online
resources browseable by speciality, such as epidemiology, statistics, literature appraisal, report-
ing guidelines, and more.

PubMed Tutorial. Available at: & http://www.nlm.nih.gov/bsd/disted/pubmed.html (accessed 29
March 2011). A range of tutorials and quick tours relating to searching PubMed, produced by
the National Library of Medicine.
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2.8 Surveillance

Daniel M. Sosin and Richard S. Hopkins

Disclaimer: The findings and conclusions in this report are those of
the authors and do not necessarily represent the official position of the
Centers for Disease Control and Prevention or the Florida Department
of Health.

Objectives

Effective use of health data is a foundation of public health practice.
Surveillance produces an ongoing stream of data that, when appropriately
analysed, supports and directs public health action. This chapter pro-
vides an introduction to the purposes, design, methods, and uses of public
health surveillance systems. Public health programme managers and staff,
decision makers, epidemiologists, and students of public health can use
this information to assure effective implementation of public health
surveillance systems.

What is surveillance?

Public health surveillance is ‘the ongoing, systematic collection, analysis,
interpretation, and dissemination of data about a health-related event
for use in public health action to reduce morbidity and mortality and to
improve health.! Thus public health surveillance is a continual process
of monitoring health and health indicators and is important for improv-
ing health status across a wide range of acute and chronic conditions.
Examples of health-related events include episodes of illness or injury,
diagnoses of chronic conditions, risk behaviours for adverse health out-
comes (e.g. tobacco use or non-use of seatbelts), or completion of a
health-care procedure (e.g. Pap smear or measles immunization). The
principles of public health surveillance are the same for communicable and
non-communicable diseases; however, experience has been more plentiful
with communicable diseases.

Historically, infectious disease surveillance has depended upon legally
mandated disease reporting by health-care providers, laboratories, and
health-care systems. Increasingly, surveillance for both infectious and non-
communicable disease events relies on surveys and on data collected for
other purposes where public health benefits are secondary (e.g. adminis-
trative data, electronic medical records, vital registration). The European
Centre for Disease Prevention and Control (ECDC) espouses a compre-
hensive model of surveillance referred to as Epidemic Intelligence, which
combines traditional surveillance methods and goals with expanded meth-
odologies with the intent to identify and characterize emerging threats.”



SURVEILLANCE

Electronic management and submission of data to public health agencies
afford the possibility of instantaneous identification, reporting and review
of disease, injury and health indicator data, including laboratory results,
very close to the time they are recorded by the provider. Effective use of
such near-real-time health data would transform the practice of surveil-
lance for improving public health and medical care.

Syndromic surveillance is an approach where health department staff,
assisted by automated data acquisition and generation of statistical sig-
nals, monitor disease indicators continually to detect outbreaks of disease
earlier and more completely than might otherwise be possible with tra-
ditional methods for reporting disease, and to monitor trends and risk
variations as they unfold.? Efficiency of outbreak detection by these meth-
ods needs further investigation, but they have demonstrated benefit for
monitoring trends in widespread outbreaks, such as the recent pandemic
of influenza A (H1N1).

Surveillance should be conducted in a standardized and consistent man-
ner over time and space and should be designed to support public health
action.

Why conduct surveillance?

Public health surveillance is used to support interventions in individual
cases; detect and monitor outbreaks; understand the natural history of
a disease or injury; estimate the magnitude of disease and risk factors
in a target population; identify patterns and changes in agents, condi-
tions, and practices; support treatment guidance, policy development, or
programme planning and evaluation; conduct exploratory research; and
identify research gaps. These purposes of surveillance systems can be clas-
sified into three main categories: case management, outbreak detection
and management, and programme management. Individual cases of dis-
eases of public health interest (e.g. tuberculosis) are routinely reported to
public health authorities to ensure proper disease management for both
the individual and the community (e.g. investigation to locate and treat
exposed contacts to an infectious disease or toxin). Public health author-
ities use surveillance data to detect, track the course and extent of, and
manage outbreaks (e.g. severe bloody diarrhoea and secondary haemo-
lytic uraemic syndrome due to ground beef contaminated with Escherichia
coli O157:H7, or birth defects due to introduction of a new medication,
or cancers due to a new occupational hazard). They also use surveillance
data for the planning and continuous evaluation necessary to ensure that
programmes to prevent and control disease at the community level are
effective (e.g. immunizations to prevent infectious diseases, or ‘back to
sleep’ campaigns to prevent sudden infant death syndrome, or interven-
tions to improve quality of clinical care).
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Designing a surveillance system

The first step in designing a surveillance system is to state its purpose
clearly. The relative importance of many system attributes depends on the
purpose (Table 2.8.1). For example:

o A system that is sufficiently timely to support programme planning
with a several-year time horizon may not be sufficiently timely for
outbreak recognition or immediate control measures.

o When resources are scarce, an automated alarm system for

outbreak detection may need to be set with low sensitivity and

high positive predictive value (PPV). For case management and

programme management, PPV reflects the probability that a case

in the database is one being sought by the system and negative

predictive value (NPV) reflects the probability that persons not

in the database do not have the condition under surveillance. For

outbreak detection, PPV reflects the probability that a system

signal identifies an outbreak of the type being sought, and NPV

reflects the probability that no signal from the system means that no

outbreak is occurring.

If reassurance that an outbreak is not occurring when there is no

signal is an important desired feature of the system, a high NPV for

outbreaks is important.

Data quality needs to be particularly high when medical treatment

decisions will be made on the basis of data in the system. When

surveillance is used as a screening tool to detect events requiring
further investigation, lower data quality may be tolerated. Costly

Table 2.8.1 Relative importance (5-point scale) of surveillance system
performance attributes that vary by purpose of surveillance

Purpose of
Surveillance

Attribute Case Outbreak Programme
management detection and  planning and
management evaluation

Timeliness ook Sofokok €
Sensitivity opkk Ak stk
Positive predictive ~ *#* Hkok Hokkok
value

Negative predictive ** sofofotok Sk
value

Data quality stk ko Stk
Representativeness  ** Hok Hokokk
Flexibility otk skl *

Stability e otk sk
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investments in prevention programmes also demand high-quality data
for planning and evaluation purposes.

o Flexibility reflects the ability of a system to change as needs change.
Outbreak detection systems particularly require flexibility to adapt to
changing threats and levels of risk over time.

o Stability, reflected by the resilience of the system to external changes
and consistency in operation over long periods of time, is more
important in systems for outbreak detection.

System characteristics

System characteristics also vary with the primary purpose of the system
(Table 2.8.2):

Data sources

These are most diverse for programme management and least diverse for
case management where individual treatment and case management deci-
sions require a follow-up with personal identifiers. Outbreak detection
can often be done with data that do not contain personal identifiers, yet
timely investigation of cases that may be part of an outbreak may require
that identifiers be accessible. Cultural norms and governmental rules for
use and protection of personal data for public health purposes can vary
by jurisdiction. At any time when personally identified data are collected
for public health purposes, utmost care must be taken to meet ethical and
legal standards and ensure privacy and confidentiality of the data. Data
that are not needed should not be collected.

Data collection

Data collection may be manual or electronic. The point in development of
a collection system at which switching from manual records to automated
ones makes sense will depend on the level of technology and of trained
staff realistically available as well as on the volume of reports and the
timeliness needed. In most settings, surveillance data are collected at the
most local level in the system and gradually aggregated as they are passed
up the chain to surveillance units responsible for larger areas (e.g. county,
district, province, or country). More recently, technologic advances have
permitted a reversal of this flow. When the data source for surveillance
is inherently centralized, data may be collected in a central office and be
made available promptly to local public health units.

Analysis

Analysis of surveillance data should be appropriate to the task at hand.
Localized acute disease surveillance may need no more than line lists of
cases, cases plotted over time (i.e. epidemic curves), and simple map-
ping. Systems with many streams of data, especially case-based data with
demographic detail (e.g. age, race, sex, ethnicity, occupation, and location
of residence) may benefit from automated aberration detection and from
more complex.

Displays
Increased availability of highly detailed molecular subtyping of organisms
causing disease (e.g. PulseNet) also creates a need for software to identify
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Table 2.8.2 Surveillance system design characteristics by purpose of surveillance

System design Case management

characteristic

Outbreak detection and management

Programme planning and evaluation

Data sources Case reports from clinicians,
health care facilities,

schools, or laboratories

Collection Reports by mail, phone,
method fax, e-mail, web-site,
electronic lab reporting
(ELR); infection control
practitioners and health
care organizations
Collection Reported on a set interval
frequency after a case is identified at

a reporting source (e.g. 24
hours or 1 week)

Case reports; electronic health records;
administrative healthcare data; highly specific

lab data (e.g. PulseNet and other molecular
methods); news reports; environmental and
workplace monitoring for hazards and exposures;
poison center records; sales of over-the-counter
or prescription drugs; calls to nurse hot lines;
population surveys; countermeasure producers
and suppliers

Case reports; direct electronic acquisition and
web entry of records coded by ICD10-CM, chief
complaint, or other early diagnostic information;
ELR; supply of medical treatments

Case reports as they occur, or batch reporting on
a frequent (e.g., daily) or continuous (real-time)
basis

All previous plus: repeated population-
based surveys (e.g. Behavioral Risk
Factor Surveillance System in the

US); vital registration; Census data;
social services data; public safety data;
registries; periodic evaluation data
collections from programme delivery
sites

All; personal report; observation (e.g.
seat belt use)

VExtended periodic interval (e.g.
annually)
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Data processing

Statistical and
epidemiologic
analysis

Reporting and
dissemination

Limited (tabulation and
sorting for case investigation
and follow-up)

Standard and simple
measures of central
tendency and time plots;
direct action case by case;
line lists and histograms

Case managers (public
health); clinicians; case
reporters

Automated steps for organizing and detecting
aberrations

Complex analytic routines for pattern
recognition; stratified analysis for risk groups;
combination of data from multiple sources;
modeling for forecasting acute trends

VPublic health and medical practitioners at local,
state, federal levels; emergency responders;
business; news media; public

Extensive cleaning and updating of data

VRoutine tables and more advanced
modeling/projections (e.g. time series,
complex stratified and cluster models)

VProgramme managers; policy makers;
news media; public
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similar isolates and identify apparent time or space clustering among a
multitude of cases.

Descriptive and analytic epidemiology

For example, calculations of rates by subgroups and time intervals, map-
ping of cases and rates, age adjustment, and calculation of relative risks) is
useful in all surveillance activity, but especially in support of programme
planning and evaluation.

Other data

Surveillance data, summaries, analyses, and recommendations should be
disseminated regularly to suppliers of data, those with a need to know for
clinical and public health purposes, and the general public.

Public health informatics

Public health informatics has been defined as ‘the systematic application of
information and computer science and technology to public health prac-
tice, research, and learning’>* Modern surveillance systems increasingly
acquire electronic data and rsely on information and computer science
to optimize the collection, storage, and use of these data. As more clini-
cal records are computerized using standardized electronic health record,
messages (e.g. HL-7) and vocabulary standards (e.g. LOINC and SnoMED),
rapid and complete transfer of such data into surveillance systems is
becoming more feasible. Informatics expertise should be engaged early
in the design of surveillance systems. More general information on public
health informatics is available in £ Chapter 2.1.

Evaluating a surveillance system

Surveillance systems should be evaluated regularly and modified promptly
as needed. Evaluations of all types of surveillance systems can be guided by
the ‘Updated guidelines for evaluating public health surveillance systems’.’
Systems designed for outbreak detection have some specific characteris-
tics that need attention during evaluation, as indicated in the ‘Framework
for evaluating public health surveillance systems for early detection of out-
breaks’.? Evaluations should be undertaken in consultation with system
stakeholders, to whom results should also be disseminated.

Table 2.8.1 shows performance attributes assessed in surveillance sys-
tem evaluation that are likely to vary by purpose. Additional attributes
that are common to all surveillance systems are also important. Accept-
ability—the willingness and authority of participants to contribute to data
collection, analysis, and use—is important in all systems that require timely
and high-quality data. Cost is always important, but thresholds for accept-
able costs will differ based on the condition and on the purpose/use of
the data. Ultimately, the performance of a surveillance system depends on
whether it accomplishes its stated purpose. To the extent possible, useful-
ness should be assessed by whether prevention and control actions are
taken as a result of analysis and interpretation of data from the system.
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General principles for effective
surveillance systems

The key contributions of public health professionals to establishing, run-
ning, and quality assurance of surveillance systems are to understand the
strengths and limitations of the data for the intended purpose of the
system and to analyse the data frequently so that utility and quality can be
assured. The following principles should be diligently applied:

Have clear objectives and design the system to meet those objectives.
o Collect only the data needed to meet the explicit objectives.

o Collect direct measures of the condition of interest (e.g. office visits
for respiratory disease) before indirect markers (e.g. absenteeism,
over-the-counter drug purchases).

Value and build personal relationships, as well as laws, rules, and
technology.

Demonstrate the public health uses of the data to those who report
them.

In systems that depend on case reports, provide authoritative
consultation to reporters, as this will increase reporting.

o |dentify and remove barriers to rapid reporting of cases in systems
built on case-reporting.

o Build redundancies to minimize the impact of temporary failure of a
system.

o Analyse and interpret data by time, place, and person routinely and
frequently.

o Integrate the analysis and interpretation of data across all the systems

your organization manages.
Convey confidence about the value of surveillance, epidemiology, and
public health practice.

Further resources
Lee LM, Teutsch SM, Thacker SB, St Louis M. (eds) (2010). Principles and practice of public health
surveillance, 3rd edn. Oxford University Press, New York.
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2.9 Investigating clusters

P.J. Saunders, A.). Kibble, and A. Burls

Objectives

This chapter aims to describe the problems in investigating allegations
of environmentally related disease clusters appropriately and effectively.
We present recommendations to inform the local decision to investigate
such allegations, and a structured approach to carrying out these studies.

Introduction

Community anxieties about the health effects of environmental contamina-
tion on public health have increased in recent years. This chapter describes
methods conventionally used to investigate alleged clusters of disease, a
number of contemporary methodological developments and makes rec-
ommendations for an effective public health response. There are over
30,000 chemicals in commercial use,’ a historical legacy of contaminated
sites in industrial regions; a pattern being repeated in developing coun-
tries.2 Major chemical releases receive considerable publicity and several
countries have formal mechanisms for the surveillance of, and response to,
such events reducing their potential for public health impact.* However,
much less is known about the effects of community exposure to low lev-
els of chemicals. While a dramatic effect on public health is unlikely, the
potential for exposure is real as is the toxicity of many chemicals involved
and the genuine nature of the concerns of local populations.

Community suspicions about unusual diseases or levels of disease can
be easily raised. A person with a disease may be looking for a cause and
focus on a local environmental issue. This understandable reaction can
readily lead to a campaign raising awareness and recruiting further cases
which, of course, may be entirely unrelated. These campaigns can be
extremely difficult to respond to effectively. Community concerns must
be taken seriously and treated professionally. Not only could the campaign
be right, but the fact that people are so animated to take action at least
implies some degree of community and individual dissatisfaction with their
quality of life.

While advances in statistical methods, data quality, and the power, and
utility of Geographical Information Systems (GIS) have all facilitated the
analysis of clusters® such studies are notoriously prone to error. Clusters
of cases may occur purely by chance, and with few exceptions, there is
actually little scientific or public health purpose to investigating in detail
every individual disease cluster.® However, to concerned lay people these
clusters can be remarkable and confirm their suspicions of a major health
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scare. Allaying these concerns without seeming to avoid the issue is a
major challenge. Deciding whether to investigate is the first important
step in a successful response.

Unless this is done rationally, investigations may be carried out unneces-
sarily or be refused inappropriately. Doing nothing is not an option. It is
important that public health practitioners have the confidence to employ
the correct method at the right time and the confidence and justification,
when appropriate, not to conduct a study.

Given the importance of these responsibilities, a number of countries
require these studies to be conducted. In the UK, for example, guidelines
require the surveillance of both sources of environmental contamination
and potentially environmentally related diseases.”® In the US, the Center
for Disease Control provides a centralized coordinated response service
for cancer clusters.” Several agencies have produced guidance address-
ing some of these issues, but none specifically deals with all’*-"* All these
guidelines share some common themes, including the importance of treat-
ing complaints about unusual disease distribution with care and caution
and generally endorsing an incremental approach, i.e. begin with relatively
simple, but robust methods and only proceed to more sophisticated analy-
ses if positive results are obtained that justify further study.

Before the investigation

Intelligence on potential sources of

environmental contamination

There has been a significant shift in the approach of environmental law
from one of response to an incident to one of prior control and approval.
In many countries data on existing and historic sources of potential envi-
ronmental contamination can be accessed through prior authorization of
industries, local air quality review and assessment, chemical incident sur-
veillance systems, inventories of contaminated land, and site emergency
plans, etc. Such information can provide useful background information
to any site-specific investigations (e.g. identifying potential environmental
confounders) and can provide an indication of the sort of hazards existing
and the appropriate resources necessary to respond to them.

Point of contact/responsible individual

There should ideally be a nominated individual acting as a first point of
contact. This person must have appropriate training in dealing with the
public and be supported by a system that ensures the recording and
release of appropriate details. This can be achieved through the use of
standardized pro forma which should be retained for audit purposes. The
first contact should also be used to make an initial assessment of the level
and direction of concern.

Review committee
A review committee should be developed to act as an expert forum for
investigations. Access to an expert group to offer advice in difficult cases
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(perhaps even arbitration in disputes) is essential. Placing this responsibil-
ity outside the remit of any one particular agency will also lend validity to
the decision and will incorporate some degree of both validation (impor-
tant scientifically) and independence (important in dealing with the media
and public) to the investigation.

Initial response (stage 1)

Reported health problem

When the agency is alerted to a community concern by individual
member(s) of the public, it is important that as much relevant information
as possible is obtained on first contact. This will enable an early assessment
and ensure that the response is treated professionally. The symptoms
reported must be clearly and consistently documented, e.g. are people
reporting the same type of symptoms, are conditions self-reported or clin-
ically confirmed? Allegations from individuals do not necessarily mean that
the whole community is worried about potential health effects of contam-
ination. Self-appointed pressure groups do not necessarily represent the
views of the community. Unfounded concern can lead to property blight
and the wider community may actually want an agency to reassure others
that there is no public health concern.

Plausibility

This stage requires assessing whether the reported relationship makes
sense given what is known about biology and the mechanisms of health
and disease, and the temporal and spatial relationships between the
disease and the putative source. Is there any evidence that the alleged
exposure will result in the effect reported? There is little point initiating a
study if the pollutant under investigation cannot cause the effect reported.
However, for most diseases, environmental risk factors are poorly under-
stood and in many cases the concerns will be about disease(s) in general
rather than specific disease/exposure linkages. For many diseases, there is
a latency period between the point of first exposure and the development
of clinical disease. For some cancers this could be decades. Therefore, the
address on diagnosis is not necessarily the address at the time of exposure
and the investigator must decide whether the effect reported is plausible
in terms of the likely period and extent of exposure. Some basic assess-
ment of the geographic relationship between cases and alleged source can
also be made at this stage of the investigative process.

Exposure verification

There is a range of information sources (see L Stage 2), which can be
assessed for any evidence of a real or potential exposure. A preliminary
investigation of the putative source can reveal whether it has been the
subject of previous complaints, regulatory action, or could be the source
of relevant environmental pollution. However, such a judgment can be
extremely difficult to make, e.g. reported symptoms will often be general-
ized and may not provide any meaningful information on the plausibility of
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chemical exposure. It is important to establish the number, characteristics,
distribution, and timing of complainants. Further assessment of the source
is not warranted at this stage.

Environmental hazard

The existence of viable source—pathway—receptor relationships should
be considered. Each component needs to be identified and evaluated
in order to assess risk. A toxic substance has to be present and there
has to be a viable exposure pathway(s) to a target or receptor. If no
pathway exists, the contamination may well be a hazard (i.e. there could
be an intrinsic toxicity), but it will not present a risk (i.e. the chemi-
cal cannot come into contact with a vulnerable target). This is particu-
larly important where specific chemical/disease relationships are being
alleged. Again the issue of biological and temporal plausibility will need
to be considered when examining any viable source—pathway—receptor
relationships.

Apparent excess of cases

If the plausibility criteria are met it may be possible at this stage to ascertain
whether the number of cases reported is excessive. For example, region-
wide rates of various diseases can be used as an initial screening tool.

Scoping review

At this early stage an initial scoping literature search will provide useful
background information on the nature of the process, toxicologic mecha-
nisms, biologic plausibility, and the volume and quality of the literature,
and help refine the potential research question.

The decision to continue

By now it should be possible to make some initial judgments. If the referral
is clearly unfounded or even malicious in nature then it would be appro-
priate to stop any further investigation and document the concern for
future reference. If a health-based or environmental standard has been
exceeded at the site of interest, the appropriate industry regulator should
take action. In the case of no apparent disease excess and no environmen-
tal standard being exceeded, the investigation should stop. If there is an
apparent excess of cases (as reported by the complainant) and a plausible
link with an environmental hazard then it would be appropriate to move
to stage 2. However, in many cases there will be few, if any, environmental
data available. In these cases, if the type of site means that contamination
was, or is, feasible then the investigation should proceed to stage 2 par-
ticularly if there are concerns that the alleged exposures occurred some
time ago. If there is no possibility of prior exposure and data indicate
that there is no relevant environmental contamination, the investigation
can stop. For example, there would be little need to continue if the only
possible source/hazard is a landfill site known to contain inert materials. In
this case, the investigator should stop and report back to the community.
In the event of no plausible exposure, but a potential excess of disease,
the issue should be considered by the agency and, if necessary, referred
to the review committee.
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Verification of cases and potential
excess (stage 2)

Introduction

The aim of this stage is to determine whether a detailed environmental
and epidemiological assessment is justified. Appropriate spatial and tem-
poral boundaries should be developed. This will require consideration of
factors including meteorological conditions, operational conditions, emis-
sions, land use change, possible period of exposure, and latency period.

Detailed environmental monitoring or modelling is not required at this
stage, but the investigator should obtain sufficient information to decide
whether the source of the contamination is biologically, spatially, and tem-
porally plausible given the health problems reported. Wherever possible,
multisite studies should be considered.

Verification of cases

Case details including any evidence of exposure should be obtained and
diagnoses confirmed. The latter may need the input of primary care, hos-
pital departments, and routine data sources such as cancer registration
systems.

This is particularly important when dealing with investigations carried
out by pressure groups or concerned individuals that purport to show an
excess of disease. An active surveillance system for potentially environ-
mentally related diseases would provide valuable a priori intelligence.

Literature review refined

The literature search should now be refined and papers obtained at this
stage. This should be carried out in a systematic way focusing on the peer-
reviewed literature, but should also include good quality grey literature if
possible. The review committee should be able to provide support.

Test for excess cases

An observed/expected (O/E) analysis using a suitable reference popula-
tion is appropriate at this stage. The simplest method of analysis is to
choose a study area and compare the observed number of cases in that
area with the number of cases that would be expected if the area had the
same incidence rate as a larger reference area or population. This analysis,
while relatively simple, still requires good quality data and there are meth-
odological issues that need to be considered when interpreting the results.
Two methods are commonly used—indirect and direct standardization—
although indirect has become the standard methodology.

An O/E comparison might show differences. However, if the prevalence
of the condition is related to age or deprivation, an increase in disease
levels could be due to large numbers of elderly or poor people in that
population. Analysis should take account of such factors as age and gen-
der, and where necessary other factors which may (but not always) need
controlling, for example deprivation. It is important to recognize the risk
of over-adjustment for social class (any association with environmental
factors may be ‘adjusted away’, since deprived people also are typically
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more exposed to environmental hazards). A clear explanation of the
computation of the expected number is given in a number of reference
works.'¢

Another potentially useful method is the statistical control chart which
will identify those areas with levels of disease outside of expected vari-
ability. This method has been used for decades as a quality control tool in
industry and has increasingly been applied to public health research."”

Problems and limitations

People living in areas in the vicinity of a source of pollution (e.g. a factory)
can identify themselves as being under risk and it may often be tempting
to initiate studies in order to clarify the cause of these apparent risks. By
their very nature, these studies are post hoc since they were prompted
by complaints of apparent ‘clusters’ of ill-health. Post hoc hypotheses
may lead to bias by focusing on narrow time bands and specific areas
where an excess risk has been observed. Other potential weaknesses
with this type of analysis include small numbers, multiple testing, inade-
quate control for confounders, and, almost invariably, absence of expo-
sure measures.*'®"” Advice on methodological issues is available from a
number of sources.”'®*'%24 |f an association is suggested, the investigation
can move to stage 3, otherwise stop, document, and report back to the
community.

Environmental and exposure
assessment (stage 3)

Monitoring and analysis

Ideally it is important to have some direct measurement of exposure, but
this can often be extremely difficult.”> This can present a major issue as
a good measure of exposure is a key requirement for drawing conclu-
sions of causality from epidemiological investigations of health outcome.
Studies of disease clusters typically involve poor or missing exposure
measures.

If the population under consideration is currently being exposed,
then biological monitoring may be helpful in establishing exposure or
estimating dose levels. Biomarkers can help demonstrate that expo-
sure has occurred and can be used to identify exposed populations for
investigation, e.g. urinary thioether assays can be used as biomarkers
for chemicals such as polycyclic aromatic hydrocarbons. Biomarkers can
also provide an estimate of past exposure providing the pollutant under
investigation has a long half-life in the body and is relatively easy to
detect (e.g. dioxins).

In the absence of biological measurements or personal air monitoring,
exposure has to be indirectly estimated through some other method.
Typically these are through the use of proximity to the potential source as
an indicator of exposure, environmental measurements such as ambient
air monitoring or through the use of computer models such as atmo-
spheric dispersion modelling.
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The use of distance from the source is a common and easy to use
approach. This approach assumes that exposure decreases with increas-
ing distance from the source. However, the sole use of proximity as an
indicator of exposure is wholly unreliable. It is an approach that makes no
consideration of the influence of meteorological conditions or process
characteristics such as stack height, efflux velocity, plume temperature,
etc. Exposure zones may often be several kilometres beyond the site
or point of release, introducing considerable exposure misclassification
and possibilities for confounding co-exposures from other industries. It
is inevitable that these zones will include a large degree of variability of
exposure and may include people who are not exposed at all. This may
dilute any effect that may be estimated and might result in a true greater
effect downwind of the point source being missed. Individuals will also
move within and outside these zones and many people will not reside
within the zone for most of the day (work, school, etc.).

It is preferable to have some direct measurement of exposure. If an
active industrial site is being investigated as a source, emission data may
provide an indirect measure of exposure and can be extremely useful
in identifying the pollutants emitted. Such data will be readily available
as industrial releases are required to meet mandatory limits. However,
they are of limited value in terms of a direct measure of exposure since
most point sources will release pollutants at a considerable height above
ground level.

Many countries have ambient air monitoring networks such as the
Automatic Urban and Rural Air Quality Monitoring Network (AURN) in
the UK. Such networks can provide useful data on background levels of
air pollution and ‘hotspot’ monitoring at urban roadsides and, occasion-
ally, around point sources. However, many monitoring sites may not be
located near the area or source under investigation or do not measure the
specific pollutants of concern. As a result it may be necessary to commis-
sion environmental monitoring to help identify exposed communities. For
example, analysis of soil and vegetation down-wind of a point source can
often prove to be a good indication of exposure. Following the release of
a large quantity of dioxin from an accident at a pesticide plant in Seveso,
Italy, the extent and level of dioxin contamination in soil in the prevail-
ing wind direction was used to identify the most exposed populations.?®
Subsequent analysis of dioxin levels in the plasma of people from these
affected areas showed that body burden was closely correlated with levels
of environmental contamination.

If monitoring reveals that if the concentrations of pollutants are below
a recognized standard, the nature of the investigation should be reconsid-
ered. This does not necessarily mean it should be stopped, as many stan-
dards are relatively old or under review, and there are very few chemicals
which have actually been evaluated for their health risk. A toxicologic
input will be particularly important in the interpretation of the environ-
mental data.

Another approach is to use computer models to predict exposure.
Advances in environmental modelling have produced models that can be
very helpful in estimating exposure. Air dispersion models are a widely
accepted method for regulating emissions to atmosphere from major
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industry and many commercially available models can predict the worst
case ground-level concentration over the short and long-term around
industrial sources including concentrations within the nearest area of
housing. However, the accuracy of any model is heavily dependent on the
quality of the input data which can often be poor or not directly applicable
to the case under investigation.

Most studies tend to use a combination of proximity and environmental
measurements. In a review of 45 epidemiological studies of air pollution
around point and non-point sources, 29% determined exposure solely on
proximity measures and most used a combination of proximity and envi-
ronmental measurements.”

Whilst it is important to obtain as much accurate information on poten-
tial exposure, poor quality monitoring and modeling can be equally as
damaging. A site visit can be helpful to confirm details of potential sources
and confirm the plausibility of an exposure pathway. Detailed exposure
assessment should not be undertaken unless the health concerns are
properly defined and there is some element of biological plausibility. Any
monitoring or modelling must focus on compounds that could produce
the effects under investigation. Poor quality data can raise expectations in
the local community and may incur unnecessary costs.

The decision to continue

If there is evidence of a potentially significant chemical exposure (chemi-
cal, level, pathway, spatial, and temporal plausibility) and the health effect
is plausible, proceed to stage 4. Otherwise consider referral to the review
committee or stop and document.

Epidemiological assessment (stage 4)

Boundaries

It is useful to engage the concerned community in confirming the most
appropriate spatial and temporal boundaries. This can help engender a
real sense of being involved in the design of the study. It can also provide
the researchers with pre-defined boundaries. The areas of concern may
not necessarily reflect the realities of exposure assessment. The inves-
tigators should consider how meteorological, operational, and technical
factors may affect exposure and whether additional environmental sam-
pling and modelling may be necessary to refine the area of exposure. The
area of interest may also be manipulated to assess whether there is a risk
with proximity, e.g. examining areas at different distances from a putative
source.

Identifying all cases within the spatial and temporal
boundaries

Appropriate case finding techniques should be employed. If the study
is relying on routine data sets, the investigators must assure them-
selves of the data quality and be aware of the limitations of each data
source used.
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This may have significance in determining the spatial boundaries of the
study, e.g. cancer registration may only be available for a specific period.

Agree an appropriate method

If there are no resources available, such as academic units, to assist in
developing an appropriate method the review committee should provide
advice. At its simplest this may be a refinement of the O/E analysis per-
formed in stage 2 and/or the use of a dispersal model to identify exposed
populations more accurately. [t may be more appropriate to use a more
sophisticated analysis such as Bayesian mapping or link the study to a
larger multisite study. A number of new innovative methods are being
developed and deployed such as kernel density contouring?® and methods
that account for residential history.?*° If this stage still shows an apparent
excess of disease the issue should be referred to the review committee to
assess the quality of the study and to determine the need and method for
more sophisticated epidemiological or other research studies. Biomarkers
of exposure may also be considered appropriate in some circumstances.

Communication strategy

The statutory agencies should seek the involvement of the affected or
concerned communities. It is not enough to simply make information avail-
able for use by the public. When conducting investigations, involving the
community must be an integral part of the process and should be planned
for. Worry and concern can lead to stress or anxiety which can exacer-
bate existing conditions or result in an increase in the reporting of symp-
toms including those which do not have a toxicologic basis. Openness with
the community can alleviate community and individual concerns and help
generate a more positive working relationship with the community. If the
result of the study shows no significant excess of disease, this information
needs to be communicated effectively. Guidance is available from a num-
ber of sources including the Department of Health®' and the ATSDR.*

References

1 Royal Commission on Environmental Pollution. (2003). Chemicals in products: safeguarding
the environment and human health, 24th Report of the Royal Commission on Environmental
Pollution., Royal Commission on Environmental Pollution, London.

World Health Organization Sustainable Development and Healthy Environments. (1999).
Environmental health indicators: framework and methodologies, Protection of the Human
Environment Occupational and Environmental Health Series. WHO, Geneva.

Agency for Toxic Substances and Disease Registry. (2010). National Toxic substances Incidents
Program (NTSIP). Document on Internet. S http://www.atsdr.cdc.gov/ntsip/index.html
(accessed 17th August 2010).

Health Protection Agency. (2005). Chemical Incidents in England and Wales. HPA, Chilton.
Elliott P, Wartenberg D. (2004). Spatial epidemiology: Current approaches and future
challenges. Environmental Health Perspectives, 112, 998-1006.

Rothman K]. (1990). A sobering start for the cluster busters’ conference. American Journal of
Epidemiology, 132(Suppl.1), S6-13.

NHS Management Executive. (1993). Health Service Guidelines HSG(93)38: arrangements to deal
with health aspects of chemical contamination incidents. Department of Health, Health Aspects of
the Environment and Food Division, London.

NHS Management Executive. (1993). Health Service Guidelines HSG(93)56: Public health
responsibilities of the NHS and the roles of others. Department of Health, Health Aspects of the
Environment and Food Division, London.

[N]

w

S

[

o

~

©


http://www.atsdr.cdc.gov/ntsip/index.html

INVESTIGATING CLUSTERS

9 Alexander FE, Cuzick ). (1996). Methods for the assessment of disease clusters. In: Eliott P,
Cuzick J, English D, Stern R, eds, Geographical and environmental epidemiology methods for small-
area studies, pp. 238-50. Oxford University Press, Oxford.

10 Alexander FE, Boyle P. (1996). Methods for investigating localized clustering of disease, IARC
Scientific Publication No. 135. International Agency for Research on Cancer, Lyon.

11 Centers for Disease Control. (1990). Guidelines for investigating clusters of health events.
Morbidity and Mortality Weekly Report. 39(RR-11): 1-23.

12 Department of Health. (2000). Good practice guidelines for investigating the health impact of local
industrial emissions. Department of Health, London.

13 Leukaemia Research Fund. (1997). Handbook and guide to the investigation of clusters of disease.
Leukaemia Research Fund Centre for Clinical Epidemiology, University of Leeds, Leeds.

14 Rothenberg RB, Thacker SB. (1996). Guidelines for the investigation of clusters of adverse

health events. In: Eliott P, Cuzick J, English D, Stern R, eds, Geographical and environmental
epidemiology methods for small-area studies, pp. 264-77. Oxford University Press, Oxford.

15 Kingsley BS, Schmeichel KL, Rubin CH. (2007). An update on cancer cluster activities at the
Centers for Disease Control and Prevention. Environmental Health Perspectives, 115, 165-71.

16 Kirkwood BR. (2003). Measures of mortality and morbidity. Essentials of medical statistics,
2nd edn. Blackwell Scientific Publications, Oxford.

17 Mohammed MA. (2004). Using statistical process control to improve the quality of health care.
Quality Safe Health Care, 13, 243-5.

18 Neutra R, Swan S, Mack T. (1992). Clusters galore: insights about environmental clusters from
probability theory. Science and Total Environment, 127, 187-200.

19 Urquhart J. (1996). Studies of disease clustering: problems of interpretation. In: Eliott P, Cuzick
), English D, Stern R, eds, Geographical and environmental epidemiology methods for small-area
studies, pp. 278-85. Oxford University Press, Oxford.

20 Elliott P, Wakefield JC, Best NG, Briggs BJ. (2000). Spatial epidemiology—methods and applica-
tions. Oxford University Press, Oxford.

21 Hills M. (1996). Some comments on methods for investigating disease risk around a point
source. In: Eliott P, Cuzick J, English D, Stern R, eds, Geographical and environmental epidemiol-
ogy methods for small-area studies, pp. 231-7. Oxford University Press, Oxford.

22 McNally R}, Alexander FE, Vincent T}, Murphy MF. (2009). Spatial clustering of childhood cancer
in Great Britain during the period 1969-1993.International Journal of Cancer, 124, 932-6.

23 Catelan D, Biggeri A. (2008). A statistical approach to rank multiple priorities in environmental
epidemiology: an example from high-risk areas in Sardinia, Italy. Geospatial Health. 3, 81-9.

24 Cook AJ, Gold DR, Li Y. (2007). Spatial cluster detection for censored outcome data. Biometrics.
63(2), 540-9.

25 Kibble A, Harrison R. (2005). Point sources of air pollution. Occupational Medicine, 55, 425-31.

26 Bertazzi PA, Consonni D, Bachetti S, et al. (2001). health effects of dioxin exposure: a 20-year
mortality study. American Journal of Epidemiology, 153, 1031-44.

27 Huang YL, Batterman S. (2000). Residence location as a measure of environmental exposure:
a review of air pollution epidemiology studies. Journal of Exposure and Analytic Environmental
Epidemiology, 10, 66-85.

28 James L, Matthews |, Nix B. (2004). Spatial contouring of risk: a tool for environmental epide-
miology. Epidemiology. 15, 287-92.

29 Cook AJ, Gold DR, Li Y. (2009). Spatial cluster detection for repeatedly measured outcomes
while accounting for residential history. Biometrical Journal. 51, 801-18.

30 Vieira V, Webster T, Weinberg J, Aschengrau A. (2009). Spatial analysis of bladder, kidney, and

pancreatic cancer on upper Cape Cod: an application of generalized additive models to case-

control data. Environmental Health: A Global Access Science Source, 8, 3.

Department of Health. (1997). Communicating about risks to public health pointers to good

practice. EOR Division, Department of Health, London.

Agency for Toxic Substances and Disease Registry. A primer on health risk communication

principles and practices. Document on Internet. & http://www.atsdr.cdc.gov/HEC/primer.html

(accessed 17th August 2010).

3

3

o

157


http://www.atsdr.cdc.gov/HEC/primer.html

158 PART 2 Data and information

2.10 Health trends:
registers

Jem Rashbass and John Newton

Objectives

The objectives of this chapter are to enable you to:
o understand disease registers in general
understand cancer registries in particular

use them efficiently

be aware of the traps for the unwary

L]
L]
L]
o appreciate the future of disease registers.

Introduction

A disease register is a file of data on all cases of a particular disease or
health condition, limited to a defined population. There is a wide range
of registries each focused on specific health issues. One recent count in
England identified around 250 specific disease registers.'
This chapter aims to provide:
o a brief overview of registers and how to get best use of them
o a more detailed account of one of the most comprehensive: the
cancer registries.

Registries (the organizations that support registers) arrange systems to
collect, collate, and quality assure data on new cases of the condition of
interest; they may also collect follow-up (longitudinal) data on identified
cases. The resulting records are intended to be permanent, and the data
are periodically analysed, tabulated, and reported.
Epidemiological registers can be based on:
o disease, e.g. cancer, psychiatric illness, coronary heart disease, and
diabetes
o risk factors, e.g. specific exposures (for example radiation industry
workers or genetic factors, including twin status)
e interventions or treatments, for example cochlear implants or renal
transplants.

Registers can also be oriented toward service provision rather than epi-
demiology, but can nevertheless be useful for public health purposes. For
example, ‘at risk’ registers for children might be used to ensure adequate
protection for such children, and registers of disabled people run by local
authorities have a similar purpose. Communicable disease notification
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provides an analogous function. However, registers of patients seen or
treated in a particular hospital or clinical setting, that are not population
based, can be difficult to use for general epidemiological purposes. They
may be used as a source of cases for case—control studies>—although
selection biases are common. In general, clinical databases that are not
population-based are more useful for technology assessment and quality
improvement than for epidemiological purposes.

The data collected by registries vary widely, but often include personal
identifiers, socio-demographic information, disease status (possibly includ-
ing stage and severity), details of treatments and other interventions, and
eventual outcomes.

A registry must establish systems to:

maintain a reliable notification or identification of cases within the
studied population

ensure comparability of inclusion criteria onto the register: for a
diagnosis, strict rules are needed to identify the studied condition,
within an agreed classification

minimize under-coverage—cases not being included when they should
be

ensure that duplication of cases within the register does not occur
keep the register updated—removing those who have recovered, died,
or moved out of the area.

Most registers require patient consent to collect and hold the data.
However, in the UK, legislation has allowed cancer registries (and some
others) to collect identifiable patient information without prior informed
consent (Section 251, NHS Act 2006)—this important caveat is currently
subject to annual review by the National Information Governance Board
(NIGB) in England and Wales. Any research use of the registry data can
only occur with the appropriate ethical approval, especially if identifiable
data are held or shared with outside researchers.

Maintaining a register is time and labour intensive and can be expensive.
Maintaining motivation and interest is essential and often depends on the
person organizing the register. Registers tend to get out of date quickly,
and a rigorous process of quality assurance must be in place if the data are
to be of high quality.

Many registries are likely to change significantly as health records
become electronic and patients can be identified with minimal ambiguity
with a unique identifier (for example the UK NHS number). Electronic
records improve data accessibility and timeliness, while the unique identi-
fier facilitates linkage to other data sets. Electronic data are not necessarily
more accurate than paper records, and may conceal other errors, but they
are easier to collect. It pays to remain skeptical of data quality and look
for evidence of validity.
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How can registers help?

If case ascertainment is high, prevalence, and incidence rates can be com-
puted. Analysis of risks and etiology can be explored, using individual as
well as area characteristics. With follow-up data, outcomes can be mea-
sured, e.g. survival rates for cancer. If registers are maintained over time
they can produce evidence of change in, for example, epidemics or in the
effectiveness of interventions.

Registers can be used to assist in the management of chronic disease
in clinical settings, triggering follow-up care for people with, for example,
diabetes or asthma within a primary care practice. Registers can also form
the basis for clinical audit and quality improvement efforts.

An example of a disease register: a cancer registry

The cancer registration system is a unique world-wide resource, there
being regional cancer registries covering between 1 and 15 million people
in most countries in the world. Each registry is essentially a detailed list of
all the cancers that have occurred since each registry was established (e.g.
in the UK this was usually around 1970).

Cancer registries in Europe work together through the European
Network of Cancer Registries. World-wide, the International Association
of Cancer Registries coordinates registry activities. The entire population
is covered in the UK and Republic of Ireland, Scandinavia, The Netherlands
and Germany (from 1999), Canada and nearly so in the USA. Registries
in other countries have complete coverage for subpopulations. Others
are hospital based. International details can be found in Cancer Incidence
in Five Continents.

Important features

Three important features of cancer registries should be remembered:

o Cancer registries contain details of diagnosed cancers: they cannot tell
you about cancers that we take to our grave without diagnosis

o The record starts at diagnosis and collects details of the patient
and the tumour (stage and grade) at that time: there is increasingly
information on treatment in the first 6 months

o Most are population based: they provide a denominator for numbers
of tumours in relation to the population of which the patients were
members.

What is on the register?

Registries differ very slightly, but the minimum content is nationally

defined. In the UK, for example, the registry includes details of:

o The patient: name, address, postcode, date of birth, sex, their doctors,
NHS number.

o The tumour: site, histological type, and possibly grade and stage at
diagnosis (how advanced the tumour is).

o Date of diagnosis.

o Treatment: during the first 6 months after date of diagnosis and cause
of death.
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Many registries will keep extra data on each patient and tumour, and there
will be links between multiple tumours in the same patient. The NHS
number allows linkage to other datasets where a patient is identified by
their NHS number.

In the UK the Office for National Statistics compiles mortality statistics
which refer to date of death and residence at death. Survival data refer to
place and date of diagnosis.

What the data can be used for?

For each type of tumour and type of patient, it is possible to analyze:

o Incidence: of cancer, and trends in incidence. These can be used to
make projections in demand and to help judge the effectiveness of
preventive strategies. Given the knowledge of the population size,
migration, and all-cause mortality, projections of incidence are fairly
reliable for up to 10 years.

Survival: of people with cancer, and trends in survival. Trends in survival
can be used to make projections and to help judge the effectiveness of
treatment.

Linkage analysis: since all cancer registry data now contain a unique
patient identifier, the NHS number, records can be linked to any
other data set that uses this identifier. For example, hospital episode
statistics (HES) data from the UK Department of Health can be used
to track in-patient events for patients diagnosed with cancer. In the
future, it will be possible to link to any data held within the complete
health record (for example, medication, co-morbidities, lifestyle).

Using cancer registry data

All registries produce routine reports, usually on incidence and survival,
so if your enquiry is simple just take the report off the shelf. If the enquiry
is more complex, or if you are not quite sure what you need, the registry
will advise you. However, there are some questions you will always be
asked, so you must know:

o Which cancers you are interested in: cancers are classified by site (lung,
brain, rectum, etc.) and type (adenocarcinoma, teratoma, etc.).

Which people you are interested in: by age, or date of birth, year or

age band, e.g. 3540, or born between 1920 and 1930, sex, area of
residence (in the UK usually health district, but any combination of
postcodes can be used, but must be in the region covered by the
registry).

o The year of diagnosis.

Most registries are willing to provide data from which individuals can-
not be identified although there are issues around even anonymous data
which may be ‘disclosive’ if the population is small or the tumour relatively
rare in the age group. If individuals need to be identified or the data are
potentially disclosive then release will depend on other factors, mainly
related to ethical and confidentiality issues. These are spelt out in the UK
Association of Cancer Registries Policy Document* whose procedures are
similar to those established by the International Association of Cancer
Registries. To summarize, you can have named data if you are the patient



162

PART 2 Data and information

or the patient’s doctor, or you want the data for the benefit of the patient
or the direct benefit of others or for audit. For genetic counselling you
need the consent of living relations, and for research you need research
ethics committee permission.

Analysing the data

Before you obtain the data, you must have a reasonably detailed idea of
what you intend to do with them. Essentially, as with any investigation of
this kind, the analytical skills you need are epidemiological and statistical,
but it pays to be quite clear which problems you are trying to solve, and
whether the questions you ask will do it. All registries employ statisticians
or epidemiologists, and part of their job is to advise on the use and the
limitations of the data.

The limitations of the data

Cancer registries are the main source of epidemiological information on
cancer, although there are limits to the information they can provide. They
will not tell you:

o About cancer more than 35 years ago (at least for the whole of the UK):
before that, you have to rely on mortality information; other countries
are similar though many have been started more recently.

About hospital activity; they will tell you about patients resident in that
region, but patients from outside the registry region will be entered on
their home registry, and patients from outside the UK probably will fall
through the net.

o About patients diagnosed within the last year: registries cannot provide
survival data for a period longer than the time since diagnosis, e.g.
5-year survival in patients diagnosed the previous year. Actually,
approximations and projections can be made, but they are not
particularly accurate.

What has happened between 6 months after diagnosis and death: unless
there is active follow-up, some deaths may be missed—this also
applies to local recurrence and prolonged treatment.

Myths and shortcomings

Data collection takes time, especially when it is manual, and therefore
registers are unlikely to have a complete up-to-date collection of data.
Cancer registries usually have complete data that are about six months to
a year old, while the UK Office of National Statistics publish the data after
18 months. With the increase in electronic data feeds to registries data are
being collected more rapidly and statistics are being released on-line more
quickly. The data are never entirely complete because occasional data may
appear many years after diagnosis.

A register is only as good as the data that are available to it. Remember,
electronic data are no more accurate than paper data—but they may be
easier to obtain and simpler to import into the register and therefore avoid
some of the human errors that occur during data entry. If the diagnosis
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or the death certificate is wrong then even a complete data set will be
flawed. Be skeptical and question all your data sources—even registers!

Further resources

International Association on Research on Cancer. Epidemiology database % http://www-dep.iarc.
fr/ (accessed 25 January 2010).

Cancer Research UK. Statistics. Cancer facts and figures. Available at: S http: info.cancerresearchuk.
org/cancerstats/ (accessed 25 January 2010).

National Statistics, UK. Cancer. Available at: & http:www.statistics.gov.uk/CCl/nscl.asplid=6279
(accessed 25 January 2010).

National Cancer Institute (USA). SEER (surveillance, epidemiology and end results). S5 http://seer.
cancer.gov (accessed 25 January 2010).
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3.1 Communicable
disease epidemics

Sarah O’Brien

Objectives

After reading this chapter you should be able to:

o define the terms ‘communicable disease’, ‘epidemic’, and ‘outbreak’
o explain the principles of preventing communicable disease

o explain the key features of different types of outbreaks or epidemics
o understand the key steps in investigating an outbreak or epidemic.

Definitions

A communicable (or infectious) disease is an illness due to the transmission
of a specific infectious agent (or its toxic products) from an infected per-
son, animal or inanimate source to a susceptible host, either directly or
indirectly.’

A commonly used definition of an epidemic is that of Abram Benenson,
who defined it as ‘the occurrence in a community or region of cases of ill-
ness (or an outbreak) with a frequency clearly in excess of normal expec-
tancy’. The meaning of the term epidemic is broad. It encompasses both
communicable diseases, e.g. meningitis, and non-communicable diseases,
e.g. obesity. In this chapter, however, we will concentrate on communi-
cable diseases. The numbers of cases, geographic extent, and time period
need to be specified to be able to describe an epidemic.

The term outbreak is often used to describe any of the following:

o Two or more related (i.e. epidemiologically-linked) cases of a similar
disease: acute food poisoning after a wedding breakfast may present
like this.

o An increase in the observed incidence of cases over the expected incidence

within a given time period: this way of detecting outbreaks, through

routine surveillance, implies a less acute onset but, paradoxically,

may be more serious than the previous example. This is because the

problem was detected later, there is no immediate indication as to

source and many more cases may be pending.

A single case of a serious disease: a single case of botulism or smallpox

constitutes a public health emergency and should trigger a very

detailed investigation.
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Why does preventing epidemics
matter?

Severe acute respiratory syndrome (SARS), the first new severe disease of
the 21st century, reminded us that new diseases emerge in human/micro-
organism interactions. Similarly, old diseases, like tuberculosis, re-emerge,
this time with antimicrobial resistance. People’s susceptibility and/or expo-
sure to micro-organisms also changes so that communicable diseases pose
a constant threat to global security either naturally or, potentially, through
bioterrorism.

Communicable diseases lead to around 14.7 million deaths worldwide
(26% of global mortality) (Table 3.1.1). Furthermore, they cause approx-
imately 26% of cancers in the developing world and 8% of cancers in the
industrialized world (Table 3.1.2).2 So reducing mortality and morbidity
means tackling these preventable infections.

Table 3.1.1 WHO estimates of global mortality from infectious
diseases, 2001

Infectious disease Deaths (millions)
Respiratory infections 3.9
Acquired immunodeficiency syndrome 29
Diarrhoeal disease 71 9
Malaria 1.1

Adapted from Kindhauser.?

Table 3.1.2 Selected infection/cancer combinations

Infectious agent Cancer % of cancers No. of cases
due to globally/yr
infection

. . Gastric cancer 30
Helicobacter pylori - 603,000
MALT 100
lymphoma

Human papilloma Cervix 100 490,000

virus

Hepatitis B virus Liver 50 340,000

Hepatitis C virus Liver 25 195,000

Source: Infections and Cancer—an overview. Cancer Research UK, London. Available at: 2
http://info.cancerresearchuk.org/cancerstats/causes/infectiousagents/virusesandcancer/#burden
(accessed 31 August 2010).
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How can we prevent epidemics?

Classically, prevention is described as primary, secondary, or tertiary.

Primary prevention: preventing disease onset
In the context of communicable diseases various options include:
o Eliminating the organism:

« controlling organisms in their natural reservoir, e.g. maintaining

¢ Brucella-free cattle herds to prevent human brucellosis.
o Environmental protection:

* ensuring a safe drinking water supply, with proper separation of
sewage from drinking water (taken for granted in high and some
middle income countries!)

* safeguarding the food supply.

o Interrupting the chain of transmission:

« controlling the insect vector for arthropod-borne diseases, e.g.
West Nile Virus—emerging cause of encephalitis in North America
controlling the rodent vector for diseases like leptospirosis
modifying behaviour, e.g. practicing safe sex or avoiding injecting
drug use, to prevent the spread of STDs and blood-borne viruses
like hepatitis B, hepatitis C, and HIV

« personal hygiene—a simple yet effective means of control.

o Reducing susceptibility in the host:

* reversing malnutrition and micronutrient deficiency to boost
people’s immunity in low-income countries helps to prevent the
spread of, for example, tuberculosis
vaccination—perhaps the most successful example of primary
prevention, leading to global eradication of smallpox and to
a sustained reduction in the incidence and consequences of
childhood diseases. Childhood vaccination schedules vary by
country, but an up-to-date list is posted on the WHO website at:
R http://www.who.int/vaccines/GlobalSummary/Immunization/
ScheduleSelect.cfm (accessed 31 August 2010). This is very useful
for assessing if children moving into the community from overseas
are likely to have completed their courses of vaccinations.

o Health education and community participation:
* promoting vector control programmes, in particular the use of
personal protection like insect repellents and mosquito nets
 supporting personal hygiene and food hygiene measures in
preventing gastroenteritis
 endorsing vaccination campaigns.

Secondary prevention: arresting the progression of

established disease

The options here include:

o Screening: where there is an asymptomatic or pre-symptomatic period
in the infection process screening programmes are useful.

o Outbreak/epidemic investigation.


http://www.who.int/vaccines/GlobalSummary/Immunization/ScheduleSelect.cfm
http://www.who.int/vaccines/GlobalSummary/Immunization/ScheduleSelect.cfm
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The main aims of epidemic/outbreak investigation are to:

o identify the causative agent, route of transmission, and risk factors for
the outbreak

o develop and implement control and prevention strategies and provide
advice to prevent a similar event in the future.

Tertiary prevention: limiting the consequences of
established disease

One example of this is providing artificial limbs for a child who has needed
amputations following severe meningococcal septicaemia.

What are the key tasks?

Epidemic/outbreak investigation needs to be systematic, thorough, and
rapid.

Conventionally, investigating and managing outbreaks/epidemics is
divided into stages, although in practice these often run in parallel. The
technical stages (Box 3.1.1) are as follows.

Box 3.1.1 Key elements of outbreak/epidemic
investigation and management

Establish that there really is an outbreak
Confirm the diagnosis

Create a case definition

Find and count cases

Draw an epidemic curve

Determine who s at risk

Generate and test hypotheses for exposure
Consider what additional evidence is needed
Implement control measures

Write up your findings.

Establish that there really is an outbreak

Look at your local surveillance data and combine this with your local

knowledge to help you determine whether or not an epidemic/outbreak is

occurring. Consider artefactual reasons why an epidemic/outbreak might

appear to have occurred, including:

o changes in reporting practice

e introduction of new microbiological methods

o increasing awareness of an infection in the community leading to
increased reports

e a laboratory contamination incident.
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Confirm the diagnosis

Arrange for appropriate specimens to be obtained and examined.
The types of specimens needed depend upon the precise circumstances
so seek the advice of an expert in microbiology. If nothing else, warn labo-
ratory staff of an impending influx of specimens so that they can organize
their work, prioritizing outbreak samples. Agree with laboratory staff how
to identify outbreak-related samples. Since laboratory diagnosis takes time
and must not delay investigations, look for a degree of commonality of
symptoms to form a case definition.

Create a case definition

Construct a case definition comprising clinical criteria, which should be sim-
ple and objective, with limitations on time, place, and person. Sometimes
you will need different levels of case definition—probable (patients with
similar symptoms) and confirmed (where a laboratory diagnosis is added
to the definition for a probable case).

Count cases (case finding)

Where an outbreak is focused on an event or discrete location (e.g. a hotel
or hall of residence) contacting everyone who might have been exposed
and finding out if they have symptoms is relatively easy. Where the extent
of the outbreak is less well defined, trawl through laboratory returns or
approach primary care physicians to find additional cases. Whatever method
you choose, the case definition should be applied without bias. Typically,
information is recorded in a questionnaire.

Personal demographic data: name, address, date of birth, gender, and
occupation.

Clinical details: date of illness onset, a listing of symptoms so that the
case can select those affecting them, duration of illness, days off work,
and need for admission to hospital, outcome of illness.

Data items determined by the nature of the outbreak: for example, travel
history, immunization history, exposure to possible causal sources,
such as food, water, recreational, environmental, places visited,
shopping habits, contacts with ill people or animals all depending on
circumstances.

Draw an epidemic curve

Plot the number of cases over time on a graph. By convention cases are
represented as square boxes. The shape of the epidemic curve provides
clues to the nature of the outbreak. A point-source epidemic curve, where
exposure has been limited in time, usually shows a sharp upswing and a
fairly rapid tail-off (Figure 3.1.1). A propagated, or continuing source, epi-
demic curve tends to be flatter in shape and continues over a much longer
time (Figure 3.1.2). In an outbreak transmitted from person to person,
epidemic waves can be seen. The epidemic curve should be updated on a
daily basis. In an outbreak of Legionnaires’ disease, plotting cases on a map
can also yield helpful clues to potential sources of contamination.

Determine who is at risk

Sometimes this is obvious, e.g. a food poisoning outbreak at a wedding break-
fast where those at risk are the guests. Also consider other people who
might have dined at the same place, but not been part of the wedding party.
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Figure 3.1.1 An example of a point source epidemic curve.
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Figure 3.1.2 An example of a propagated source epidemic curve.

Generate and test hypotheses for exposure

Collate information about symptoms, circumstances, and diagnosis to form
hypotheses about the cause of the outbreak, which can be tested using ana-
lytical epidemiology. Do not re-use the cases who were interviewed as part
of the hypothesis-generation exercise. Decide on the appropriate study
design. If the event is so well delineated that all those at risk, both ill and
well, can be identified, then a cohort study is appropriate. If all those at risk
cannot be delineated, e.g. where a general excess of disease is apparent in

the community, but its origin is not, a case-control study is appropriate:
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o Data capture from the cohort, or cases and controls is usually using a
standard structured questionnaire: If possible, develop questionnaires on
the Web to avoid the need for separate data entry, but ensure that
data are secure. E-mailing questionnaires achieves rapid responses.
Control selection (case—control study) (Table 3.1.3): controls must have
had the opportunity to be exposed to the hypothesized source and,

in a community outbreak, select the controls from that community.
Consider the need for matching (e.g. within 10% for age), but avoid
over-matching. Controls can be nominated by cases or recruited at
random (e.g. random digit dialling).

Data analysis: in a cohort study, where denominators are known,
compare the attack rates in those who consumed a given food with
the attack rate in those who did not to generate relative risks (Table
3.1.4). In a case—control study calculate the odds of becoming ill (Table
3.1.5). In each instance compute 95% confidence intervals (Cls) and
use an appropriate statistical test (seek advice from a statistician). If
more than one exposure is significantly associated with illness, look at
strategies for dealing with confounding and potential interactions, e.g.
stratified analysis or logistic regression modelling.

Alternative methods for analysis include case—case studies® and case cross-
over studies.*

Table 3.1.3 Pros and cons of control selection in epidemic/outbreak
investigations

Control type Advantages Disadvantages
Hospital or Easy to access. Cases and Patients may have
laboratory controls comparable in other conditions that
terms of medical care are associated with the
disease of interest
Case- Easy to access. Useful for Risk of over-matching—
nominated rare conditions. Participa- friends, relatives, or
tion rate usually good neighbours may share
exposures with the cases
Community Avoids bias inherent in Method of recruitment

using case-nominated
controls

may introduce new biases.
Participation rate likely to
be lower than with case-
nominated controls

Consider what additional evidence is needed

Do you need additional laboratory tests, e.g. food, water, or environmental
samples? What have investigations by your professional colleagues shown?
For example, in a food poisoning outbreak, environmental health officers
will collect important details, such as food preparation and storage practices,
and carry out an inspection of the implicated premises. In an outbreak of
Legionnaires’ disease a specialist inspection by an environmental engineer
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may be needed. Combining information from epidemiological, environ-
mental, and microbiological investigations means that you can develop a
picture of what went wrong and why, and this will help you formulate
both immediate control measures and measures to prevent a recurrence
in the longer term.

Table 3.1.4 An example of how to present results from a single risk
variable analysis in a retrospective cohort study

Variable Category Il Not Attack Relative risk 95% CI P

definitions il rate for the value
relative
risk
Coleslaw  Yes 21 23 48 1.13 (0.62,2.09) 0.89
No s 11 4 ' '
Missing 13
Pastasalad  Yes 2% 214 52 283 (0.86, 6.85) 0.08
No 3 11 A ' ' '
Missing 12
Italian ciabatta Yes 16 14 53 139 (0.81,2.40) 034
and butter
No 13 21 38
Missing 12
Lemon Yes 9 11 45 092 (052, 1.64) 1.0
cheese-cake
No 20 21 49
Missing 1 7
Strawberry  Yes 1317 43 092 (054, 1.58) 0.9
gateau
No 16 18 47
Missing 12
Orange juice Yes 282 56 39 (1.06, 14.48) 0.01
No 2 12 14 ' ' '

VMissing 0 3

Implement control measures

These can be initiated at any stage of the investigation, as soon as there
is sufficient evidence to act upon. Seek specialist advice if necessary. The
aims are to prevent new primary cases and secondary spread.
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Table 3.1.5 An example of how to present results from a single risk
variable analysis in a case—control study (in this instance the analysis
was matched)

Variable Exposed (%) MOR* 95% CI P Value

Cases Controls Lower Upper

Cold food from take- 46 (58) 34 (26) 346 1.84 6.50 <0.001
away cafes

Eat any eggs 56 (71)  67(51) 241 126  4.61 0.006
Egg prepared away from 35 (60) 14 (18) 25.74 3.24 204.55 <0.001
home

Anycold cows milk 56 (71) 107 (81) 048 024 099  0.04
drunk

Sandwiches, rolls, etc, 47 (59) 26 (20) 434 233 807 <0001
bought in plastic packs
Ham sandwiches, etc. 10 (13) 5 (4) 368 112 12.07 0.02

Prawn/other seafood ~ 6(8) 3 (2) 452 105 1946 0.03
sandwiches, etc.

Egg mayonnaise sand- 13 (16)  1(1) 1841 233 14051 0.001
wiches, etc.

Note: the percentage of cases and controls exposed ignoring matching.
*Matched odds ratio.

Write up your findings

Keep contemporaneous (preferably hand-written) notes as you go along—
this saves a lot of heartache in court later! At the end of the outbreak,
write up your findings in an outbreak control team report. As well as being
a record of what you did and what was found, lessons learned should be
highlighted so that others may learn from what happened.

What skills and competencies are
needed?

Public health professionals investigating outbreaks need expertise in the
following areas:

o surveillance

epidemiological study design

statistics

leadership

management of programmes

evaluation

e communication.

A sense of humour also helps! Remember that skills such as microbiology
and environmental health are vested in other team members.
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What is involved in getting something
done?

Have an outbreak plan beforehand, exercise it regularly, and update it
annually. It helps to know your colleagues before you come together in a
crisis. Make sure that you can mobilize people to help 24 hr/day, set up an
incident room, and access specialist advice.

Who else might need to be involved?

This depends to a certain extent on the nature of the outbreak/epidemic.
For example, in an outbreak of food-borne disease the core team often
comprises a public health practitioner with specialized training, an envi-
ronmental health officer or sanitarian, a microbiologist, and a statistician. It
might be appropriate to include a specialist food microbiologist, a clinician,
and a veterinarian, depending on the exact circumstances. Assistance from
a press officer usually proves invaluable.

Potential pitfalls

Probably the biggest potential pitfall is trying to run an investigation single-
handed. Outbreak/epidemic investigation is genuinely a team effort. Do
not rely on being able to conduct an investigation solely during office
hours. By the time an outbreak comes to light, many of the cases may have
recovered. This means that they are back at work during the daytime, just
like you are! The best times to conduct interviews tend to be during the
evening, up to 9.00 p.m., and at weekends, although make sure that you
are aware of the major sporting fixtures—ringing people during a major
cup final is unlikely to increase the response rate! Do not have more than
one person speaking to the press. Agree at the outset who will do it, and
stick to it. Finally, use your commonsense—a good descriptive study can
provide better evidence than a poor analytic one!

Dogma, myths, and fallacies

It is sometimes said that there is no point in investigating point-source out-
breaks because they are, by definition, over. However, you cannot know
that an outbreak is over unless you have at least conducted a preliminary
investigation. Requests for standard questionnaires are often made. Whilst
it is true that certain elements, e.g. demographic and clinical details, rarely
change—in reality there is no such thing as a standard outbreak. The danger
is of being blinded by biological plausibility and, if taken to its logical con-
clusion, outbreaks of salmonellosis associated with contaminated lettuce
or melons would never have been identified and controlled. Similarly, we
would still be chasing contaminated hamburgers as the cause of outbreaks
of Escherichia coli O157, ignoring transmission from the environment and
animals. Standard questionnaires are not a substitute for thinking.
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What are the key determinants of
success?

These are skill, speed (including the ability to mobilize sufficient resources
at very short notice), a pre-determined, tested plan, flexibility, and politi-
cal clout.

How will you gauge success?

Continue to monitor the epidemic curve and routine surveillance data,
which should show no new cases or a reduction in incidence.

Further resources

Connolly MA (ed.) (2005). Communicable disease control in emergencies. A field manual. World
Health Organization, Geneva.

Giesecke ] (2002). Modern infectious disease epidemiology, 2nd edn. Arnold, London.

Gregg MB (ed.) (2008). Field epidemiology, 3rd edn. Oxford University Press, Oxford.

Heymann DL (ed.) (2008). Control of communicable diseases manual, 19th edn. American Public
Health Association, Washington DC.

Nelson KE, Williams CFM. (2006). Infectious disease epidemiology: theory and practice, 2nd edn. Jones
and Bartlett Publishers, Sudbury.

References

Porta R (ed.) (2008). A dictionary of epidemiology, 5th edn. Oxford University Press, Oxford.
Kindshauer MK (ed.) (2003). Communicable diseases 2002—global defense against the infectious
disease threat, WHO/CDS/2003.15. World Health Organization, Geneva. Available at: S http:/
www.who.int/infectious-disease-news/cds2002/intro.pdf (accessed 31 August 2010).
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3.2 Environmental health
risks

Roscoe Taylor and Charles Guest

Objectives

This chapter will help you to understand:

o environmental health in the rapidly changing context of health
protection

o the usefulness of having a framework for environmental health risk
assessment

o the process of identifying, evaluating, and planning a response to an
environmental health threat.

Definitions

o Environmental health is concerned with all aspects of the natural and
built environment that may affect human health, including physical,
chemical, and biological factors. It encompasses the assessment
and control of those factors, and is focused on preventing disease
and creating health-supportive and sustainable environments. The
occupational environment is generally excluded from consideration,
but practitioners in both domains often share similar approaches.

o Environmental health practitioners may work in private, not-for-profit,
government or academic sectors and operate at local (municipal),
regional, or national and international levels, and be involved in a wide
range of issues across many sectors.

o Health protection is the avoidance or reduction of potential harm

from exposures through organized efforts, including direct action with

individuals or communities, regulation, legislation, or other measures.

Health protection may include environmental health services, food and

water safety, communicable disease control, tobacco control, injury

prevention, emergency planning and response, and other activities that
aim to minimize preventable health risks. Health departments often
organize public health governance along the lines of health protection,
health promotion, and (depending on the jurisdiction) quality of care
assurance.

Hazard is the intrinsic capacity of an agent or mixture of agents

that make it capable of causing adverse effects to organisms or the

environment following exposure to that agent.

Exposure assessment is the process of finding out how people come

into contact with a hazardous agent, how often and for how long and
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the amount with which they are in contact. Exposure pathways include
inhalation, ingestion, or contact with the skin or eyes.

Dose is the total amount of a substance or agent taken up by, or
absorbed by an organism. Many processes including absorption,
metabolism, storage, and excretion may affect the dose that ultimately
reaches a target organ.

Dose—response is the relationship between the dose of a substance and
the resulting changes in body function or health (response).

Risk assessment is the process of estimating the risk to individuals or
populations resulting from a specific occurrence or use of an agent,
including the identification of attendant uncertainties, and taking into
account possible routes and duration of exposure. Where good
information is available, risks may be quantifiable, but risk assessment
is not an exact science. To be effective, qualitative information
influencing the nature of health effects and concerns in the context of
particular communities must also be taken into account.

Health impact assessment utilizes risk assessment techniques in relation
to development or policy proposals that may have consequences for
environmental health. Increasingly, consideration of equity is being
introduced into health impact assessment (see LLJ Chapter 1.5).

Why is this an important public
health issue?

Risks to public health from environmental hazards are continually emerg-
ing, with impacts ranging from small-scale or local, to widespread expo-
sures affecting whole populations.

Public health has its developmental roots in the identification and con-
trol of environmental health risks. ‘Old’ health protection issues, such as
failures in sanitation, contamination of food or water supplies, and air pol-
lution episodes continue to re-emerge, and new threats are evolving from
our changing environments and patterns of human usage.

Environmental health practitioners must identify environmental haz-
ards and understand how to predict, prevent, monitor, and respond to
the threats that they present. Enforcement of statutory provisions (often
through environment agencies) remains an important tool, but the empha-
sis now on prevention requires a broad range of strategies, including advo-
cacy, intersectoral collaboration, and community development models in
addition to development of policy, standards, and guidelines.

Environmental health practice at the grassroots level—such as the work
carried out by local governments to ensure the safety of food and water—
forms part of the bedrock of public health protection.

Public health practitioners understand that healthy environments,
including healthy social and economic conditions, are needed to improve
the health of the population. Effectively implementing systemic changes
to reduce hazards at a broader population level usually requires a strong
understanding of environmental health research, knowledge and skills as
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well as policy making, community action and regulation (see ELJ Chapters 3.4,
4.1, and 4.8).

It is also abundantly clear that environmental and ecosystem degra-
dation threatens health at the global level, on a massive scale, in ways
that are likely to affect disadvantaged people and developing nations most
severely, and which will require environmental health practitioners to
work collaboratively across a wide range of sectors and disciplines (see
L Chapter 7.6).

Dividing this work into defined tasks

In order to assess and then protect against a potential environmental

health threat, it is useful to adopt a consistent framework for assessing

and managing a health risk. The steps involved are:'

o issues identification

o hazard assessment, comprising hazard identification and dose—
response assessment

e exposure assessment

e risk characterization

o risk management.

In practice, this is often an iterative, rather than linear process. Risk man-
agement strategies must sometimes be developed before all the informa-
tion is available.

Issues identification

Before embarking on a formal risk assessment the specific issues should be
identified with key stakeholders. Explore the underlying concerns and their
context—including any existing health complaints that are being related to
current exposures. Find out what interventions have been used and what
may be available. Discuss whether the issue is amenable to risk assess-
ment. Successful management of the issues (as distinct from producing a
technically competent risk assessment) requires transparency and a strong
involvement of affected communities as far as possible in the process.

Hazard identification

Hazard identification generally relies on prior knowledge and published
scientific evidence of adverse effects associated with exposure to a sub-
stance or agent.

Dose-response assessment

Dose-response information involves detailed study of available data
(including animal toxicology, epidemiology), although there are often gaps
in such data. This can be due to difficulties in measuring exposure and
dose in human studies (which tend to be opportunistic and retrospective),
but methodological weaknesses are also common. Even when human data
are available, it may be difficult to extrapolate dose—response relation-
ships from high-exposure studies to situations involving low exposures.
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Exposure assessment

Commonly, in developed nations, environmental exposures (e.g. via soil,
water, or ambient air) present lower dose rates and total doses than those
experienced through personal behaviours or occupational sources. Such
exposures may incur relatively small increases in risk. However, because
they are perceived as being outside the control of individuals, there is
often a large outrage factor. It is important to understand and accept
that such issues may require attention that seems out of proportion
to their physical health impact if the exposure was involuntary (see LL
Chapter 6.5). Knowing the source of emissions and environmental concen-
trations of contaminants is essential to environmental health protection, but
does not indicate how much harmful agent or toxin is actually absorbed by
an individual. An agent may be hazardous but not result in a risk until expo-
sure occurs and a sufficient dose is delivered to target organs.

Risk characterization

Environmental factors with only a small, perhaps unmeasureable, addi-
tional risk at the individual level can still have a major impact on popula-
tions if many people are exposed, for example low-level childhood lead
exposure, or particulate pollution of airsheds and cardiovascular disease.
Rose’s ‘prevention paradox’ is very relevant to environmental health and
can be used to illustrate how small reductions of exposure across a pop-
ulation may reap significant health benefits overall, whilst offering little to
the individual.?

Risk management

The above steps provide a sound basis for effective risk management,
which is the process of evaluating alternative actions, selecting options,
and implementing them. The goal is defensible, cost-effective, integrated
actions that reduce or prevent risks while taking into account social, cul-
tural, ethical, political and legal considerations. The decision-making pro-
cess requires value judgements, and the more transparent these are the
better it is for communication of health risk (see Ll Chapters 3.8 and
6.5). The influences of risk perception and community outrage must also
be addressed.

Competencies needed to achieve
these tasks

Necessary competencies include communication, media, and ‘people
skills’, interdisciplinary teamwork, advocacy, policy, and planning together
with an understanding of epidemiology, toxicology, microbiology, and a
range of other biological, physical, and social sciences. A low threshold for
recognizing when additional specialist input is needed is desirable.
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Systematic performance to make action
more effective

Maintenance of a healthy environment requires a systematic approach that
may include a range of strategies such as:

healthy public policy

legislation and other regulation, with enforcement
appropriate guidelines and standards

economic incentives

demonstration projects

interventions to bring about attitudinal change
community involvement

accurate information

intersectoral action.

Although legislative controls and regulatory mechanisms may be available
to deal with an environmental health threat (and are sometimes essential
as a back-up measure), this is not usually the first course of action. It is
preferable to establish collaborative approaches and to work with stake-
holders, including affected communities, from an early stage in developing
risk management strategies.

A capacity for monitoring and surveillance is necessary for verifying that
control measures are working (e.g. drinking water supplies and catchment
management).

Some environmental hazards are amenable to control more readily than
lifestyle exposure factors and therefore present opportunities for efficient
and effective public health interventions. This is analogous to ‘engineered’
injury prevention measures that separate the person from the hazard.

In establishing priorities when there are multiple environmental health
problems to contend with, consider:
the urgency of the threat (see L Chapter 3.5)
the number of people affected, and their experience of the impacts
whether the exposure is increasing
the consequences of ‘doing nothing’
the vulnerability and identifiability of population subgroups
the amenability of issues to investigation
the availability of interventions or remedies.

Periodic, systematic review is important to ensure that priorities are not
only reactive. For example, there remains an urgent need to consider
the long-term health perspective and address global environmental issues
(including the abatement of greenhouse gas emissions), as well as respond
to the immediate impacts of problems related to the environment.

Effective action for systemic changes to reduce a hazard (e.g. environ-
mental tobacco smoke) can require careful building of a mandate, and
political engagement via multiple pathways, to ultimately succeed.

Risk management options can be systematically considered as follows.
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Reducing the hazard at its source

o Alteration of systems and human behaviours that underlie the
production of a hazard, e.g. transport systems, housing and
overcrowding, land use practices, food production methods, water
catchment management.

o Alternative source materials, e.g. unleaded paint and petrol

o Cleaner processing systems and improved emission controls.

o Enforced shutdown of activity.

Protection at the community level

o Removal of contaminant from a medium: e.g. drinking water treatment.

o Physical separation from the source: e.g. relocation of activity; buffer
zones; barriers (such as motorway noise barriers, creation of shade).

o Altering behaviours to reduce exposure: e.g. education to reduce intake
of mercury-contaminated fish in pregnancy; boil water alerts; signage
and access controls to prevent recreational water contact during blue-
green algal blooms; regulation of environmental tobacco smoke.

Protection at the individual level

o Lead abatement of a household to protect a toddler

o Wearing personal protective equipment

o Biological measures: e.g. vaccination against hepatitis A to reduce the
risk of the disease from unsafe food or water.

Options that reduce hazards at their source are generally preferable as
they address root causes and tend to be more equitable and sustainable.

Who else should be involved?

Given the breadth of inputs and strategies mentioned above, efforts to
protect public health from environmental threats typically require more
engagement with stakeholders outside the health care system than within it
(and this may in part explain why environmental health has been described
as the ‘Cinderella’ of the health system, in terms of resourcing).

In controversial environmental health issues it can help to involve inde-
pendent third parties who can objectively question an investigative or risk
assessment process, or comment on the evidence available.

Potential pitfalls

Epidemiological approaches

Community members not uncommonly call for a study of the health status
of local area when concerned about impacts from an existing or perceived
exposure. However, epidemiological investigations in relation to envi-
ronmental exposures should not be undertaken lightly and many factors
need to be considered in examining their feasibility. Such studies can be
resource-intensive, but inconclusive (particularly in small populations) and
may actually cause delay in implementation of reasonable precautionary
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measures to reduce exposure. Cancer cluster investigations often suffer
from these pitfalls and various agencies are refining their approach to deal
with increases in demand (see L) Chapter 2.9).

It is often more appropriate and efficient to carry out thorough exposure
assessment, which may include environmental sampling and sometimes
biomonitoring, and rely on pre-existing information (e.g. dose—response
data of a known toxicant, or application of environmental standards or
guidelines) to help interpret the exposure data.

Well-conducted epidemiological studies of adverse health outcomes
from environmental exposures provide critical evidence. However,
health studies also have limitations and can be a weak link in health risk
assessments.

Inadequate measurement of exposure is a particularly common failing
when attempting to assess whether current health outcomes are attribut-
able to past environmental exposures. Other problems may include lag
times between exposures and potential health effects, health effects may
be poorly defined, and low-level effects may be very difficult to distinguish
from ‘background’ incidences of common health problems.

There may be groups within a population who are more susceptible to
certain hazards, or more highly exposed, or both (e.g. children), and to
whom standard risk assessment assumptions do not apply. Compounding
of risk by other exposures or possible synergism between co-pollutants
may also lead to underestimates of risk, or alternatively the significance of
such risks may be over-played.

Uncertainty and the precautionary principle

Whilst an evidence-based approach should underpin environmental health
action there are many instances where adequate information is lacking. In
such circumstances, a precautionary approach should apply, recognizing
the existence of uncertainty and ignorance and accepting that lack of full
scientific certainty should not be used as a reason to postpone preventa-
tive measures (see Box 3.2.1).

Box 3.2.1 The precautionary principle

One of the outcomes of the United Nations Conference on Environment
and Development (also known as the Earth Summit) held in Rio de
Janeiro, Brazil, in June 1992 was the adoption of the Rio Declaration on
Environment and Development, which contains 27 principles to under-
pin sustainable development.

One of these principles is Principle 15, which states:

In order to protect the environment, the precautionary approach shall be
widely applied by States according to their capabilities. Where there are
threats of serious or irreversible damage, lack of full scientific certainty shall
not be used as a reason for postponing cost-effective measures to prevent
environmental degradation.
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The ‘cost-effective’ component of this principle can be overlooked by
protagonists, leading to conflict between stakeholders about the appro-
priate response to an issue. Nevertheless, proponents of environmental
modification need to be able to demonstrate that, to a very high degree of
probability, a project will not cause significant harm, either to the environ-
ment or to health.

In the development of standards and guidelines, it is common for gov-
ernment policy to be defined not in terms of the precautionary princi-
ple but on a science-based conservative approach, which underpins risk
assessment and risk management regimes.

Health risk assessments need to be explicit about uncertainties. Looking
for bias and identifying what further information could reduce the uncer-
tainty also assists in setting priorities in research and monitoring.

Lessons from success and failure

Successful environmental health practice is usually invisible to the public,
while failures often attract attention.

Disasters such as earthquakes and tsunamis powerfully illustrate the
essential nature of local environmental health measures in reducing mor-
bidity and mortality during recovery phases.

The international trend towards adoption of risk management frame-
works in guidelines for drinking water quality, incorporating a multiple-
barriers approach to hazards from catchment to tap, provides an excellent
example of a systems approach to a profoundly important environmental
health issue.?*

There are many local examples of success from environmental health
activities, with the Belfast Healthy Cities partnership being one such case
from the WHO European Healthy Cities Network.®

Failures unfortunately are all too evident at the macro-level, if continued
global ecosystems harms are a guide. With many contemporary environ-
mental issues a technical approach alone is insufficient to achieve a satis-
factory outcome, especially in terms of community ownership. Careful and
transparent attention to the process of scoping out the range of concerns
(and dialogue with relevant parties about what can and what cannot real-
istically be explored) is usually well worth the investment.

Key determinants of success

In acute situations where environmental exposures clearly threaten health,
adequate legislation and emergency powers to support public health inter-
ventions may be essential to ensure that exposures are abated as soon as
possible.

Risk assessment and management practices need to be sound and
accountable. Knowing where and when to seek advice on technically com-
plex matters is vital. Cultivate contacts who can rapidly steer you in the
right direction if they do not know themselves.
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Empowerment and support of local authorities and communities to
integrate environment, health, and sustainable development in local strat-
egies is fundamental to the creation of healthy environments.®

Developing a shared understanding with all partners is a key strategy,
for example, in promoting active transport and reducing air pollution,
and carbon emissions through town planning, road design, and transport
measures.

Being prepared for and offering briefings to senior managers, politicians,
and community meetings is often more productive in securing understanding
and engagement, than reaction through the media dialogue (see
LI Chapter 4.5)

How will you know if you have been
successful?

Positive indicators include:

o reduced population exposures to a hazard (usually easier and quicker
to measure than health outcomes, although there are exceptions e.g.
food safety improvements)

‘process’ measures such as improvements in policy or community
satisfaction with the process of risk assessment and management
other sectors own and maintain the environmental control measures
that you initiated

reduced morbidity or mortality associated with the exposure, when
health surveillance/epidemiological methods and time frames allow.

Emerging issues

Environmental health inequities may be widening, with major risks persist-
ing or emerging in developing countries, while developed nations generally
still focus inwardly on issues that are relatively minor in global terms.

The proliferation of chemical synthesis and usage in novel ways and
the advent of new technologies (e.g. nanoparticles) present challenges for
established methods of toxicological assessment. In the 21st century there
is a need for better and more rapid toxicological assessment tools.

Improved epidemiological evidence is providing dose-response data
that commonly shows there is no threshold or ‘safe’ level of exposure to
a widely-distributed hazard (e.g. air pollution from fine particulate mat-
ter). In such cases, the policy and regulatory response is shifting from a
standards compliance basis towards ongoing measures to further reduce
population exposure.

The interrelationship between environment and chronic disease has
long been recognized, but the momentum to achieve real change is still
patchy outside of the public and environmental health sector. However,
the profoundly urgent and complex issue of climate change is driving
strategic recognition of the co-benefits of environmental action for sus-
tainability with simultaneous improvements in more immediate population
health problems such as obesity.*’
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Further resources

World Health Organization (Public Health & Environment) (2012). Preliminary dose estimation
from the nuclear accident after the 2011 Great East Japan earthquake and tsunami. Available at:

http://www.who.int/phe/en/

Health Protection Agency, United Kingdom. Available at: 2 http://www.hpa.org.uk/

Agency for Toxic Substances and Disease Registry. Public Health Assessment Guidance Manual
(2005). US Department of Health and Human Services. Available at: S http://www.atsdr.cdc.
gov/.
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3.3 Protecting and
promoting health in the
workplace

Tar-Ching Aw, Stuart Whitaker, and
Malcolm Harrington

Objectives

After reading this chapter you will be able to understand:

o the nature and scope of occupational health practice

o how efforts to protect and promote health in the workplace will
contribute to general public health.

Definition

Occupational health deals with the two-way interaction between health

and work. It encompasses:

o prevention of occupationally related illness or injury resulting from
exposure to workplace hazards

o ensuring that workers with pre-existing illnesses or disability are able
to continue working without undue risk to their own health or those
of third parties

o promoting general health and safe working practices in the workplace.
The workplace setting can be a useful environment for health
promotion for the working age population.

Why is this an important public
health issue?

For many people, lack of work and unemployment, are recognized causes
of ill-health, but the workplace itself poses many preventable health haz-
ards. These include exposure to physical, chemical, biological, ergonomic,
and psycho-social hazards.

Individuals at work constitute a significant proportion of the general
population. Maintenance of their state of health is key to ensuring the well-
being of their co-workers, their families, the employer, and the nation.
Most people spend around a third of their life at work. Hence, the work
that they do, the environments in which they work, and how they are
treated in those workplaces, can all contribute to their physical, mental
and social well-being.
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Approaches to occupational health

Preventing occupationally-related illness or injury
o |dentifying hazards in the work setting
o Determining the population exposed to such hazards
o Assessing the risks from exposure to the hazards (risk assessment)
o Taking appropriate preventive action by one or more of the following
actions to reduce those risks:
« elimination, substitution, or containment of the hazards; limiting the
numbers of workers exposed
reducing the time each person is required to spend at specific work
areas where hazards are not easily eliminated
« providing personal protective equipment, as a last resort
o Auditing and reassessing the efficacy of the preventive measures
o Considering the need for a suitable health surveillance programme or
periodic monitoring system for the workforce.

Workers with pre-existing illnesses or disability

Identifying relevant risk factors, e.g. atopy, previous asthma, or
previous history of several episodes of low back pain, so that suitable
advice, job placement, and work modification can be considered

o Assessment of job duties, and providing advice on the reasonable
adjustments or job modifications that would allow the worker to be
employed safely

Pre-placement assessment and advice

Health surveillance, including periodic review of health status and
sickness absence record.

For some occupational groups, e.g. health care workers, specific tasks
include checking the immune status and providing immunization as
required. An example is determination of the hepatitis B immune status
for health-care workers.

Promoting general health in the workplace

The main tasks involved in health promotion at the workplace are:

o General: the workplace can be used as a setting to address non-
occupational, lifestyle factors that affect general public health.
Examples are advice and information on alcohol intake, smoking,

diet, exercise, safe driving, safe sex, and precautions in the course of
travelling or working abroad. The workplace, along with other venues
such as the school, the home, and the local community, is an important
setting for the delivery of health education and health promotion.
Health promotion initiatives in the workplace can include measures,
such as improving the quality of food provided in the works canteen,
establishing a no-smoking policy, encouraging exercise at and away
from the workplace and/or providing subsidized membership to sports
and exercise facilities.

Specific: suitable and sufficient information, instruction, and training in
working safely should be provided where there are recognized hazards
in the workplace.
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The potential disadvantage of focusing on workplace health promotion
alone is the diversion of attention and resources away from measures to
assess and control the more serious occupational health and safety risks.
These form part of the employer’s legal responsibilities.

Conducting a HNA at the workplace, in conjunction with the work-
force, can help identify priorities for action, and determining how these
needs may be best met. Participatory approaches to workplace health
promotion are likely to be effective, especially if it empowers workers to
address their own health needs.

What are the tasks needed to achieve
effective change?

o Proper assessment of risks by a competent person

o Commitment at the highest level to rectify the problem

o Clear strategy for implementing preventive measures

o Good communication between preventive medicine professionals
and management and the workforce. Publicity through in-house
newsletters, seminars, and effective use of the media are crucial
elements for creating effective change

o Timely implementation of measures

o Review and evaluation of success or failure.

It is essential that the workforce is not only informed, but is actively
engaged in the whole process of change where appropriate.

Competences required

o Occupational health training to assess hazards and risks at the
workplace

o Clinical skills to determine the health status of the workforce

o Technical expertise to modify workplaces and recommend safer
systems of work

o Communication skills to persuade workers to participate in
behavioural change to improve health.

Who are the other people that might
need to be involved?

o Management at all levels, as they ultimately have the responsibility
for managing occupational health issues and controlling the access to
resources

o The workforce and their representatives, as the measures proposed
will affect them. Worker co-operation and participation is essential for
the measures to succeed
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o Occupational health and safety and public health professionals:
¢ occupational physicians and nurses

« public health practitioners

« safety practitioners

¢ occupational hygienists

 occupational psychologists

e ergonomists

* health promotion personnel

* toxicologists

* epidemiologists

« other health practitioners and specialists.

In order to engage the workforce with the actions being taken to pro-
tect and promote their health, it is important to understand that genuine
teamwork is crucial.

The general practitioner (family physician) will also have a key role in
providing advice to their patients on the importance of work to health
and well-being, and in supporting a timely return to work after a period
of sickness absence.

Ethical dilemmas

o A worker with occupational asthma wants to continue in his job where
workplace exposure to the asthmagen cannot be eliminated. The
medical advice is to avoid exposure. The worker has no other available
job alternatives:

« Should the worker be given all the necessary medical information,
and then he/she chooses whether to continue being employed or
to leave the job?

* |s the physician avoiding responsibility by asking the patient to make
a decision?

o A safety practitioner is informed by a worker about poor control of

exposures at his workplace, and poor compliance with safe systems

of work. However, he is asked to keep this information confidential

and that no representations on this are made to management, since he

might be identified as the source of this information with implications
for his job security:
* Should the safety practitioner approach management and ignore
the request of the worker?
» Or should the wishes of the worker be respected, and the unsafe
work practices be allowed to continue?

A nurse advises that a worker with prolonged ‘absenteeism’ from

low back pain should be able to return to his work duties, and not

wait until he is completely free of symptoms. The worker is prepared

to do so, but has been advised by his colleagues that some people
have remained at work despite not being in the best of health,

thereby posing a risk to their health and that of their co-workers

(‘presenteeism’). Should the worker be advised to return to work, or

to stay at home?
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Consider these dilemmas, and see what advice is given by the profes-
sional bodies, e.g. The London and Irish Faculty of occupational medicine’s
publications on guidance on ethics,"? and other publications on ethics (e.g.
International Commission on Occupational Health (ICOH) code of ethics
for occupational health professionals).

What are the potential pitfalls in
occupational health?

o Misinterpretation of motives for action by either management or the
workforce

o Misguided and ill-informed media coverage

o Inappropriate risk perception

o Inappropriate or inaccurate health belief models

o Lack of attention to social and cultural values.

Fallacies in occupational health

Fallacy 1: the data are abundant

For many occupational hazards there is often a lack of good data on the
effects of exposure on human health. This is either because a good system
for gathering information on health effects is non-existent, that compliance
with current reporting requirements for occupational ill-health is poor, or
that there are conflicting animal data, and human epidemiological data are
limited. The explanation that is sometimes offered that ‘We have never
had a case of ill-health in our workplace resulting from the use of our
chemicals or due to our work processes’ may reflect an absence of a
system for collecting data on occupational ill-health, instead of an absence
of ill-health.

Fallacy 2: if there are no data, exhortation will be sufficient
Until accurate data on the incidence and prevalence of work-related con-
ditions become available, it may be difficult to impress upon the public,
employers, and government the extent of any problem. The absence of
data will also limit the likelihood of obtaining resources for prevention.
The classic case of John Snow removing the Broad street pump handle
to stop the outbreak of cholera in London demonstrates that effective
preventive measures can be taken even before full data or information is
available about the causative agent. The Vibrio cholerae bacterium was not
yet discovered at the time of the outbreak.

Fallacy 3: most clinicians are well trained in

occupational health

Training in occupational medicine and occupational health in medical and
nursing schools is limited. Consequently, medical and nursing professionals
often have only a very general understanding of what can be done to pre-
vent ill-health and injury at the workplace.
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Fallacy 4: if we examine every potential worker, and exclude
those that are not 100% fit, that will help reduce future
ill-health and sickness absence

Pre-employment examinations are used in many parts of the world to
exclude individuals who have a health problem, even if there is no obvi-
ous mismatch between the ill-health or disability detected and the job
tasks involved. Over 98% of pre-employment assessments do not detect
any clinical abnormalities. If at all warranted, such examinations should be
restricted to specific jobs where there is residual exposure to significant
risk despite the best measures to reduce the risk. The focus on preven-
tion in the workplace should be on improving the workplace instead of
excluding the worker. The new Equality Bill in the UK will outlaw many
processes used for pre-employment screening. Clinical assessments, if
indicated, will need to be performed at a pre-placement stage, and not as
a condition for employment.

Case studies: occupational health
incidents

o The Bhopal disaster: an explosion in the workplace led to acute

and chronic health effects among the workforce and surrounding
community. The chemical agent involved was methyl isocyanate.

The Chernoby! incident:* effects from an out-of-control ‘industrial
process’, partly related to operator fatigue, became a major public
health problem (occupational and environmental). The agents involved
were radioactive materials.

The dibromochloropropane (DBCP) problem:* questions on male
infertility and the inability to start a family amongst a US workforce led
to a factory and industry-wide epidemiological investigations that then
identified DBCP as the cause. This resulted in cessation of manufacture
of DBCP for use as a pesticide.

Gynecomastia in a pharmaceutical company in Puerto Rico:® enlargement
of male breasts in workers led to investigations confirming exposure
to oestrogenic compounds. The main recommendations included
ensuring an improved level of containment to prevent health effects.

o Asbestos exposure: pulmonary fibrosis, bronchogenic carcinoma, and
pleural and peritoneal mesothelioma occurred in workers exposed

to asbestos fibres. The risk of lung cancer for asbestos exposure

was noted to be multiplied where there was concomitant cigarette
smoking. Similar health effects occurred from secondary exposure

of wives who had to clean the asbestos-contaminated overalls of
these workers. Mesotheliomas have also been associated with non-
occupational environmental exposure to asbestiform fibres.”

Vinyl chloride monomer: a cluster of four cases of a very rare
malignancy—angiosarcoma of the liver-occurred amongst workers
responsible for cleaning polymerization chambers for manufacture

of polyvinyl chloride (PVC). Prompt preventive action led to rapid
reduction in worker exposure to the chemical agent—vinyl chloride



194

PART 3 Direct action

monomer.® This is a gas that is polymerized to form the relatively inert
and non-toxic PVC. Corroborative animal evidence of similar tumors
in rodents came to light at about the same time.

Four important lessons

Prompt public health action may be needed even if not all of the
desired information is available. Do not let the desire for perfection
hinder the need for pragmatism

Clusters of a rare disease (mesothelioma, angiosarcoma) are often
easier to identify as resulting from an occupational exposure than
more common pathology such as lung cancer or spontaneous
abortions

Effects on the workforce, the wider community, and the environment
can result from workplace hazards

Public health vigilance and clinical case reports can both lead to
identification of health hazards in the workplace.

Predictors of success and failure

Success

o A good team of occupational and public health professionals can
identify problems early in order to initiate effective preventive action

o Sympathetic and supportive management and workforce aid this
process

o Engagement of primary and secondary care providers can assist in
protecting and promoting workers’ health.

Failure

o Health promotion in the workplace should not be done at the
expense of control of workplace hazards

o A multidisciplinary approach will not work if co-ordination is poor and
there is a lack of understanding of the roles of each team member

o An over-reliance on the medical model may prove to be ineffective in
addressing the problems encountered in the workplace. Identification
of cases, correct diagnosis, treatment, and reporting procedures,
important though those activities are, will do little to prevent further
cases from occurring unless risks to health can be communicated
effectively to the public, politicians, decision-makers, employers, and
employees. All of these groups have a part to play in ensuring that
effective action is taken to prevent exposure to hazardous working
conditions.
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How will you know if you have
been successful?

Criteria for success

These include:

o reduction in the incidence and prevalence of occupational ill-health
and injury

improvement in morale (and productivity) of the workforce
reduction of risk or frequency of hazardous exposures

improvement in knowledge of risks and awareness by the working
population

positive changes in behavior and attitudes towards occupational risks
by the working population

absence of inappropriate adverse media publicity.

commitment and participation by managers and workers in initiatives
to improve health at the workplace.

Emerging issues

o The ageing worker: longevity of the population and fewer offspring
per family have contributed to a higher proportion of older workers
in the workforce. Many countries have also proposed increasing

the retirement age (mainly for fiscal reasons). Workplaces have to
adapt to accommodate the physical capabilities of ageing workers.
Degenerative disorders will be expected to increase amongst the
causes of ill-health in the ageing workforce of the future.

Stress and mental health: the main cause of sickness absence in many
countries has shifted from infections and respiratory, gastrointestinal
and skin problems to musculo-skeletal and mental health issues. The
trend towards an increase in stress, anxiety and depression is seen
in developed and rapidly developing countries, and especially when
physical and chemical risks start to decrease with good control of
exposures.

The ‘fit note’> Dame Carol Black reviewed the health of workers in the
UK and made a number of recommendations.” The most progressive
reform proposed was a replacement of the traditional ‘sick note’
signed by general practitioners by an electronic fit note’. The aim is
to encourage individuals back to work instead of indicating just the
number of days the person should take as certified sickness absence.
This was implemented on 6th April 2010.

New technology: concerns have been raised about the possible
impact of new technology on health. One example is the increasing
applications that have been developed for nanotechnology. Nano
particles have considerable potential for use in a wide range of
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applications including clothing, computing, industrial coatings, and
medicines, Studies on laboratory animals have demonstrated a
potential for these minute particles to cause toxic effects, and there is
a worry that nanoparticles may become the new ‘asbestos’ in regards
to health effects.

o Mental health and well-being: a UK government report on building
mental capital and well-being has identified workplace factors that may
help or hinder the promotion of mental health.

Further resources

Books

Aw TC, Harrington JM, Gardiner K. (2007). Pocket consultant: occupational health, 5th edn. Blackwell
Publishing, Oxford.

Baxter PA, Aw TC, Cockeroft A, Durrington, P, Harrington JM. (eds.) (2010). Hunter’s diseases of
occupations, 10th edn. Hachette, London.

Palmer K, Cox RAF, Brown . (eds) (2007). Fitness for work: the medical aspects, 4th edn. Oxford
University Press, Oxford.

Gardiner K, Harrington JM. (eds) (2005). Occupational Hygiene, 3rd edn. Blackwell Publishing,
Oxford.

Westerholm P, Nilstun T, Ovretveit, |. (eds) (2004). Practical ethics in occupational health. Radcliffe
Medical Press, Oxford.

Occupational health journals

Occupational and Environmental Medicine
Scandinavian Journal of Work, Environment and Health
American Journal of Industrial Medicine

Journal of Occupational & Environmental Medicine
Occupational Medicine

Journal papers

Gochfeld M. (2005). Chronologic history of occupational medicine. Journal of Occupational and
Environmental Medicine, 47, 96—114.

Greenberg M. (2004). The British approach to asbestos standard setting: 1928-2000. American
Journal of Indian Medicine, 46, 534—41.

Norashikin M, Schonstein E, Schaafsma F, et al. (2010). Pre-employment examinations for preventing
occupational injury and disease in workers. Cochrane Library (Wiley Online Library). Published
online 8 Dec 2010. Available at: S http://www.update-software.com/BCP/WileyPDF/EN/
CD008881.pdf (accessed 31 May 2012).

Whitaker S, Aw TC (1995) Audit of pre-employment assessments by occupational health depart-
ments in the National Health Service. Occupational Medicine 45, 75-80

Databases

Available on CD-ROM: (contact info@mdx.com and S http://www.ovid.com)

TOMES (Toxicology, Occupational Medicine and Environmental Series).

HSELINE (Health and Safety Executive, UK).

NIOSHTIC and NIOSHTIC-2 (National Institute for Occupational Safety and Health, USA).
CISDOC (International Labour Office, Geneva).

Websites

American Conference of Governmental Industrial Hygienists, Inc. Available at: & http://www.
acgih.org/lhome.htm

Faculty of Occupational Medicine, UK. R http://www.facoccmed.ac.uk/

Finnish Institute of Occupational Health. & http:/www.ttlfi/en/Pages/defaultaspx (accessed
31 May 2012)

Health and Safety Executive, UK. R http://www.hse.gov.uk/

International commission on Occupational health (ICOH) S http://www.icohweb.org

The Government Office for Science, London. Foresight Mental Capital and Wellbeing Project:

http://www.bis.gov.uk/assets/biscore/corporate/migratedD/ec_group/116-08-FO_b (accessed

31 May 2012)
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3.4 Engaging
communities in
participatory research
and action

Meredith Minkler and Charlotte Chang

Objectives

After reading this chapter you will be able to:

o define participatory research and its core principles

o describe how engaging communities in participatory research and
action can add value to research, while building community capacity
and helping achieve action to promote community health

identify some of the challenges that arise in such work and how they
may be addressed

describe a case study that started with an important issue in the
community and demonstrates core principles of CBPR, challenges
faced in such work, and subsequent community action for change.

Definition and core principles

Participatory research is a generic term for a wide range of approaches
that go by many names (e.g. community-based participatory research
(CBPR), mutual inquiry, participatory action research and community-
partnered research), but have as their centerpiece three interrelated
elements: participation and education, research, and action."? Building on
earlier work,® the Kellogg Community Health Scholars Program* defined
community-based participatory research in the health field as: ‘a collab-
orative approach to research that equitably involves all partners in the
research process and recognizes the unique strengths that each brings.
CBPR begins with a research topic of importance to the community with
the aim of combining knowledge and action for social change to improve
community health and eliminate health disparities.” The core principles of
community-based participatory research are listed in Box 3.4.1.
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Box 3.4.1 Core principles of participatory research

Recognizes community as a unit of identity®

Builds on strengths and resources within the community

Facilitates a collaborative, equitable partnership in all phases of
research, involving an empowering and power-sharing process that
attends to social inequalities

Fosters co-learning and capacity building among all partners
Integrates and achieves a balance between knowledge generation
and intervention for the mutual benefit of all partners.

Focuses on the local relevance of public health problems and on
ecological perspectives that attend to the multiple determinants of
health

Involves systems development using a cyclical and iterative process
Disseminates results to all partners and involves them in the wider
dissemination of results

Involves a long term process and commitment to sustainability
Openly addresses issues of race, ethnicity, racism and social class,
and embodies ‘cultural humility’,* (acknowledging personal biases
and the limitations of one’s own knowledge about others’ cultures,
being open to learning, and committing to genuine and respectful
partnership)?

Works to assure research rigor and validity, but also ‘broadens the
bandwidth of validity” by making sure that the issue comes from,
or has real relevance to the community, and that different ways of
knowing, including the community’s lay knowledge, are called upon
and respected.

Sources for principles: 1-9 (refs 3 & 5) and 10-11 (refs 2, 6, 7).

Why is this an important issue?

Recent decades have seen growing appreciation of the importance of
working ‘with’, rather than ‘on’ communities to understand and address
complex health problems. Participatory, community-partnered and action-
orientated approaches, including CBPR, to problems ranging from asthma
and HIV/AIDS to obesity, depression, and violence, are important parts of
a health professional’s tool kit.

Many of today’s complex health problems have proven poorly suited
to ‘outside expert’-driven research and the often disappointing interven-
tions to which it has given rise.> Too often, communities feel ‘studied to
death’ by researchers, while seeing no real local benefit. With its accent
on engaging community members throughout the research process and
using study findings to help promote new or improved programmes, prac-
tices, and policies, community engagement both strengthens the research
itself, and builds local capacity or problem-solving ability, while addressing
concerns of genuine interest to the community and other stakeholders.
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Approaches to participatory action
and research

Following the principles of engagement of communities in participatory
research and action requires:
o Ensuring that the problem under study comes from, or is of genuine
interest to, the community
o |dentifying and building on community strengths and assets
o Building genuine collegial relationships characterized by mutual respect
and co-learning between the partners
o Engaging communities throughout the research process, including:
« deciding on the research question
* study design and methods, including the design of culturally
appropriate instruments
data collection and interpretation
dissemination and use of findings to help bring about change
* ongoing evaluation of the project’s processes and outcomes.?35812

Who is the community and how do we begin?

o |dentification of the community is a critical starting point for participatory
research and action: although commonly identified in geographic
terms, communities can also be based on identity, and a ‘shared

sense of personhood’ resulting from common cultural beliefs, values
and traditions. A local neighbourhood, a community of people with
disabilities or people who identify as gay or lesbian, also may be

an important starting point for participatory and action-orientated
research.

Find out who the key opinion leaders are in that community: who do
people go to for advice or help? Who are the ‘movers and shakers’
who have helped in the past when the community has come together
around a problem? Is there a strong, autonomous organization (e.g. a
faith- or community-based organization (CBO), or community centre)
that is widely respected and that might serve as a partner on an action-
orientated participatory research effort?

If an outside researcher or health department is interested in
mobilizing the community to study and address a particular health
issue, it is also important to find out whether that issue is, in fact, of
genuine concern to the community. Key opinion leaders and respected
local organizations can help us do this, or we may hold focus groups or
interviews with community members to assess their views.

The spectrum of community engagement
Participatory research and action can be seen as taking place along a spec-
trum, depending on the level of community engagement involved:'
e Informing communities about a project or study and inviting members
to take part as subjects or participants: although commonly listed
as a form of participatory research, such an approach tends to be
community placed, but not genuinely community based. While important
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for achieving informed consent, it is not truly participatory in nature
and typically does not promote improved community health.

Inviting community members to have input on some aspects of the

study: e.g. the design of survey questions or dissemination of findings.
This approach is important, and helpful in increasing response

rate. However, it does not take full advantage of community
engagement—or give back optimally to the community.

Engaging community members as collaborators on a research project or
intervention that is designed by outside researchers: even when outside
researchers have already designed a study or intervention, significant
mutual value can be added when community partners then are invited
to participate collegially in providing input on each stage of the study
project.

Collegial research for action, in which community members are involved as
equal partners throughout the process: here, the research comes from
or is of real importance to the community partners who participate
as colleagues from the study’s inception through the dissemination
and action phases of the work. Community partners control or share
control of the entire project.

Competences required

Ability to identify appropriate community members and other
collaborators and respectfully engage with them as equal partners
Familiarity with/commitment to the principles of participatory research
Technical expertise in research methods, along with an openness to
alternative ways of knowing (e.g. community’s lay knowledge) and an
ability to engage in research that draws upon both

Communication skills, including skills in communicating cross-culturally
and/or with low-literacy populations

Comfort in and willingness to share power and engage in respectful
conflict resolution as challenging issues arise

Ability to commit to a participatory research project ‘over the long
haul’ to ensure getting to the action phases of the work, which may
extend well after formal funding for the project has ended.

Who are the other people that might
need to be involved?

Community-based organizations and groups, including neighborhood
agencies and faith-based organizations

Community organizers, CBO staff, or other ‘bridge people’ who have
strong relationships with and cultural knowledge of both community
members and academic researchers and can facilitate the development
of trust and relationships between diverse partners

Policy makers, funders, or other decision-makers with the power to
help the partnership use its findings to foster health-promoting change
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o Local health departments, hospitals, or academics knowledgeable
about the topic and interested in engagement as equal partners.

What’s the value added in using a
participatory approach?

o Helps ensure that the topic under investigation comes from or is of
genuine interest to the community

Increases community buy-in and trust, which in turn can increase
response rate

Enhances our ability to develop meaningful informed consent
procedures and materials, and to consider potential community as well
as individual risks and benefits."

Improves cultural sensitivity and acceptability of surveys, and other
research instruments and may improve their validity

Enables the design of more locally appropriate interventions, increasing
in the process the likelihood of success

Improves interpretation of research findings

Identifies new dissemination channels and approaches that can increase
the value of study findings and recommendations for end-users

Helps ensure that study findings are translated into action that can in
turn result in programmes, policies or practices that can benefit the
community and other stakeholders

Empowers and increases capacity of communities to understand and
take action on local health issues.2*812

Challenges in participatory research
and action

Time and labour intensive nature of the work
Community-engaged participatory research requires more ‘front-end time’
than traditional research for building relationships, co-learning processes,
and engaging community partners in each step of the process. As noted
above, the action phase of the process, and the commitment of research-
ers to the community over the long term, also means that this work may
engage well beyond a funded project period.

Conflict and power dynamics are part of the process

Health professionals who take part in a CBPR or related project should
be comfortable dealing with conflict and should recognize that power
sharing—and therefore likely struggles over power, resource allocation,
etc.—are part of the process. Practitioners should be honest and upfront
with community partners about institutional challenges to sharing power,
for example, parameters required by human subjects review processes.'
Developing ‘ground rules’ and memorandums of understanding (MOU’s),
using guidelines for assessing partnership processes'? and building in
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ongoing participatory evaluation can help address some of these concerns,
but cannot be expected to fully prevent them.

Community engagement may involve trade-offs between
scientific rigor, and community responsive interventions
and measurement tools

One of the greatest strengths of participatory research and action—its
ability to contribute to culturally sensitive and acceptable research instru-
ments and interventions—may also be problematic when community con-
cerns challenge study designs, or preclude the use of validated instruments
in data collection. For example, community members facing urgent health
problems may not believe that randomized studies with control groups are
fair to those who don’t receive the intervention, and may argue strongly
for a less rigorous study design. Genuine dialogue about the meanings
attached to terms like ‘rigor’ and ‘validity,” the advantages of having stron-
ger ‘scientific’ findings and the equally important need for community trust
and acceptance, as well as openness to compromise and different ways of
knowing, will help address these knotty issues.

Conflicts over the dissemination and use of findings to
promote change

Price and Behrens™ write about the mismatch that frequently occurs
between the ‘necessary skepticism of science’ and the ‘action imperative
of the community.” Community partners thus may wish to move quickly
from preliminary findings to advocating for a change in practice or policy,
while health professionals feel a responsibility to ensure that the find-
ings are accurate—and sometimes, that they have first gone through peer
review! Sometimes, too, findings may emerge that could cast the commu-
nity in a bad light if made public.’ In these cases, ongoing dialogue and
memoranda of understanding (MOUs) may be helpful, but cannot fully
prevent tough issues from emerging that need to be addressed in ways
that satisfy all concerned partners.
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Case study: a participatory approach to
studying and addressing occupational
health and safety among immigrant
workers in San Francisco’s Chinatown
restaurants

One-third of all residents in San Francisco’s Chinatown district are
employed in the restaurant industry. Health and safety problems abound
in these workplaces, and include traditional occupational health con-
cerns, such as cuts, burns, falls, and on-the-job stress. Health problems
also encompass serious economic and other social vulnerabilities when
employers do not pay the legal minimum wage and delay, or evade pay-
ment of wages earned, sometimes for periods as long as several months.

The Chinese Progressive Association (CPA) had been organiz-
ing campaigns around such worker issues in Chinatown restaurants
for over 30 years when it formed a partnership with the University of
California, Berkeley School of Public Health and its Labor Occupational
Health Program, the San Francisco Department of Public Health, and
the University of California San Francisco Division of Occupational and
Environmental Medicine in 2007. The partnership used a participatory
research approach to document working conditions and the health status
of Chinatown restaurant workers, evaluate their process throughout, and
use the study findings to take action. Research activities included initial
focus groups, a community survey of 433 Chinatown restaurant workers,
development and use of an observational checklist on the physical working
environments of 106 of the 108 restaurants in Chinatown, and interviews
and surveys of participating partners.

The structure and dynamics of the partnership evolved over time and
were adapted to changing circumstances. Many layers of complexity were
involved in obtaining equitable participation on the project across the dif-
ferent partners who included Chinese restaurant workers, community
organizers, university-based researchers, and health department profes-
sionals. These factors included the use of three languages, different edu-
cational and professional backgrounds, and differences in organizational as
well as ethnic cultures. Mutual trust and respect, including ‘leaps of faith’ in
other partners, the use of translation services, and much ‘bridging’ by key
facilitating partners were keys to success in working across diversity and
within the constraints of a tight budget and timeline. In the end, partners
successfully collaborated to develop research instruments and questions,
recruit participants, collect, analyze, and interpret data, and lay the founda-
tion for policy action.

Findings from the research showed that of all Chinatown restaurant
workers surveyed:
® 48% had been burned, 40% had been cut, and 17% had slipped or fallen

at work in the last 12 months
e 50% did not receive the City’s minimum wage
o 40% did not receive any breaks during the day
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o 64% did not receive any training on how to perform their jobs
o 54% paid for healthcare out of pocket; just 3% had employer-covered
insurance."®

From the observational check list component of the study, it was learned

that:

o 65% of the 106 restaurants did not have any of the required labour law
postings displayed

® 62% had wet and greasy floors

o under half (48%) had non-slip mats

o 82% did not have fully stocked first aid kits.

Outcomes from the project included:

o Major contributions to the development by worker partners and
allies of a Worker Bill of Rights policy advocacy tool and its use in
subsequent organizing.

Development of leadership potential and ‘courage to confront
problems in their community’ among worker partners

Posting of the observational check list on the health department’s web
site (R http://www.sfphes.org/elements/work/22-elements/work/80-
chinatown-restaurant-health-and-safety) and subsequent interest
among other agencies in partnering with health department food
inspectors to address worker health and safety.

o The formal ‘launch’ of the study’s report and recommendations

for action at a community event attended by over 80 community
members, media representatives, and agencies as a prelude to
subsequent community action.

Development by the community partner and a design co-operative
of a glossy, professional quality brochure on key findings and action
steps for use in subsequent education of employers, employees, and
community members, and with the lay and ethnic media.
Development of strong relationships among partners and their
continued collaboration on the action phase of the work over a year
past the end of funding.

Some important lessons

o Community participation in research, and inclusion of an action
component, will likely slow down the process. However, the extra
time and effort may be well counter-balanced by the added richness
of the study, and its capacity for studying a problem of genuine local
concern, doing so in ways that respect and honour local community
beliefs and wisdom, and increase the likelihood of intervention success
and follow-up action to promote improved community health
Although there is no one set of principles for engaging communities

in research and action, attending to the basic principles described,***
and tailoring them to meet the specific needs of your own partnership,
can be an important way to monitor and assess your progress, and
facilitate the discussion of difficult issues before, or as, they occur
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Balancing research with action in participatory work with communities
is a must, and all partners should commit ‘to the long haul,” including
staying engaged in the action phase of the work even if the money has
run out.

Predictors of success and failure

Success

o A strong initial partnership, with plenty of front end attention to
building trusting and collaborative relationships

Shared goals, including assurance that the research topic matters to
the local community and that the methods selected and interventions
developed similarly reflect local knowledge and priorities

Respect among all partners for the importance of community needs
and priorities, as well as ‘good science’ as a prerequisite to effective
action, particularly when the desired change requires action on the
part of policy makers or other key decision-makers

Engagement of multiple key stakeholders in the process, and the
building of alliances well beyond the original partnership to instigate
action

Mutual respect, trust, and flexibility in working with partners from
different perspectives and backgrounds.'*#-2

Failure

o ‘Name only’ participatory research and action, in which community
members are rarely consulted and simply used to help bring in a grant
or help increase response rates, often incur resentment and do not
lead to authentic and effective partnerships

o Lack of community commitment to the research question under

consideration misses both the spirit and the process of participatory

research and action—often with disappointing results.

Particularly when there are multiple partners or major differences

in culture and educational level among partners, lack of sufficient

attention to process and communication, and failure to use

mechanisms that help ensure equal participation can doom an

otherwise promising partnership.

Failure to plan ahead for the dissemination and action phases of the

study—including deciding on a dissemination strategy and commitment

by all partners to the action phase of the work—can be disillusioning

for the community while precluding a central tenet of participatory

research and action.™#"?
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How will you know if you have
been successful?

Criteria for success

o Partners have shown mutual respect and engaged in co-learning
throughout the process

Many clear examples exist of the ways in which community
participation improved research quality, and built individual and
community capacity in the process

The final study shows evidence of the partners’ commitment to
academically strong research enriched by community members’ deep
knowledge of their community. Different ways of knowing have been
valued and incorporated

Study findings have been used by the partners to work for changes in
programmes, practices, and policies promoting improved community
health and well-being

There is clear evidence of both community and individual capacity
building as a result of community participation throughout the process
The partners respond in the affirmative to the question, ‘would you
engage together again if you had the chance?

Partners agree that the group has successfully reached mutually
determined goals for research and action.2>#12

Emerging issues

o Participatory research has become a ‘buzz word’ in the USA, the
UK, and elsewhere. With funders now mandating CBPR and related
approaches in calls for proposals, it is essential that new mechanisms
be developed to help foster authentic community engagement in
the work.? From ethics review procedures (IRB’s) that respect the
different processes involved in CBPR™ to easily accessible sample
MOU’s and other tools for monitoring process,'="? institutional help

for partnerships interested in exploring this approach is needed

The substantially longer time table involved in participatory research

and action suggests the need for realistic, multi-year funding that

includes ample support for partnership building processes and
subsequent action aspects of the work, as well as the more traditional
research components

Appropriate institutional support for health practitioner and academic

partners, and recognition and adequate compensation of community

partners should be provided in recognition of the time and labour
intensive nature of this work

The Institute of Medicine'” has named CBPR one of eight new content

areas in which schools of public health should be offering training.

How can such training be developed that builds in on-the-ground

experience with participatory research and action processes,

while also respecting the limitations of the typical academic
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timetable and the long-term commitment required in improving
community health

There is increasing interest in using a CBPR orientation with such
traditional approaches as randomized controlled trials (RCTs). How
can these diverse approaches be brought together effectively? And is
this even appropriate?'®

Due to the increasingly popular use of community-engaged and
participatory research approaches to public health issues, there is

a need to develop clearer ways to evaluate such efforts and strong
criteria for what qualifies as an ‘authentic’ effort.

Further resources

Books and monographs

Corburn J. (2005). Street science: community knowledge and environmental health justice. MIT Press,
Cambridge.

Green LW, George MA, Daniel M, et al. (1995). Study of participatory research in health promotion:
Review and recommendations for the development of participatory research in health promotion in
Canada. Royal Society of Canada, Vancouver.

Israel BA, Eng E, Schulz AJ, Parker EA. (eds) (2005). Methods in community-based participatory
research for health. Jossey-Bass, San Francisco.

Minkler M, Wallerstein N. (eds) (2008). Community-based participatory research for health: from
process to outcomes, 2nd edn.: Jossey-Bass, San Francisco.

Reason P, Bradbury H. (2006). Handbook of action research: participatory inquiry and practice, concise
edn.: Sage Publications, London.

Journals featuring articles on participatory research and action (selected)
Health Education and Behavior

American Journal of Public Health

Action Research

Progress in Community Health Partnerships

Journal of Health Promotion Practice

Ethnicity and Disease

Journal of Urban Health

Health Promotion International

American Journal of Community Psychology

Journal papers
Cargo M, Mercer SL. (2008). The value and challenges of participatory research: strengthening its
practice. Annual Review of Public Health, 29.
Green LW, Mercer SL. (2001). Can public health researchers and agencies reconcile the push from
funding bodies and the pull from communities? American Journal of Public Health, 91, 1926-9.
Israel BA, Schulz A, Parker EA, Becker AB. (1998). Review of community-based research: assessing
partnership approaches to improve public health. Annual Review of Public Health, 19, 173-202.

Minkler M. (2005). Community-based research partnerships: challenges and opportunities. Journal
of Urban Health, 82(Suppl. 2), ii3-12.

O'Fallon LR, Dearry A. (2002). Community-based participatory research as a tool to advance envi-
ronmental health sciences. Environmental Health Perspectives, 110(Suppl. 2), 155-9.

Seifer SD. (2006). Building and sustaining community-institutional partnerships for prevention re-
search: Findings from a national collaborative. Journal of Urban Health-Bulletin of the New York
Academy of Medicine, 83, 989-1003.

Websites

Community campus partnerships for health. Available at: & http://www.ccph.info

Developing and sustaining CBPR partnerships. CBPR resources for community partners. Available
at: R http://depts.washington.edu/ccph/cbpr/u1/u11.php

The Community Tool Kit. Available at: 2 http:/ctb.ku.edu

PolicyLink Inc. Available at: & www.policylink.org
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3.5 Emergency response

Paul Bolton and Frederick M. Burkle, Jr

Objective

After reading this chapter you will be familiar with a basic public health
approach to disasters and other crises.

Classification and definition

The term ‘disaster’ is used in many different ways. To get an overview of
all the ways in which the word is used see Box 3.5.1.

A public health crisis is an event(s) that overwhelms the capacity of local
systems to maintain a community’s health. Therefore, outside resources
are temporarily required. Crises can range from specific health issues,
such as a disease outbreak in an otherwise unaffected community, to a full-
scale disaster with property destruction and/or population displacement

Box 3.5.1 Natural and human disasters

Disasters of natural origin
o Sudden onset (earthquakes, landslides, floods, etc.)
o Slower onset (drought, famine, etc.).

Disasters of human origin

o Industrial (e.g. Chernobyl)

o Transportation (e.g. train crash)

o Complex emergencies (e.g. wars, civil strife, and other disasters
causing displaced persons and refugees).

Adapted from Noji.'

and multiple public health issues. This chapter focuses on the more com-
plex disasters and crises (with the understanding that any of the issues
and approaches described applies equally to other types of disasters and
lesser crises). During disasters mortality and morbidity classically result
from the loss of public health social and physical protections (i.e. water,
sanitation, health, food, shelter, and fuel). However, for example, loss of
transportation, communications, and public safety, among others, can limit
or prevent access to and availability of health services resulting in indirect,
preventable, or excess mortality and morbidity in a public health crisis.
The tsunami in December 2004 that impacted the public health protec-
tions in 20 countries, or the Haiti earthquake of 2010 exemplify how big
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the challenge can be, but smaller disasters can pose equally severe threats
to public health.

A decade ago, refugees (those who cross their country’s border) out-
numbered internally-displaced populations. Currently, the world enjoys
the fewest number of declared wars and refugees reported since 1994.
However, increasing numbers of internally displaced populations live in
tenuous post-conflict environments suffering various low levels of inten-
sity of violence, poor governance, limited public health protections, and
wide proliferation of weaponry. Despite some notable exceptions such
as Rwanda, East Timor and Liberia, 47% of post-conflict countries risk
returning to war within a decade. The numbers of internally displaced
populations fleeing post-conflict despair or climate change consequences
has risen dramatically. Many have fled to cities where dense urban popula-
tions have marginal shelter and other essentials resulting in some of the
highest infant mortality and under age five mortality rates.

Principles of response

The public health response to any disaster or crises is based on these

principles:

1 Securing the basics that all humans require to maintain health.

2 Determining the current and likely health threats to the affected com-
munity, given the local environment and the community’s resources,
knowledge, and behaviour.

3 Finding and providing the resources required to address points 1 and 2.

The first action is a rapid assessment of points 1 and 2 in order to initi-
ate step 3 as soon as possible. Too often assessment is delayed due to a
misguided fear of delaying assistance. Instead organizations may rush to
supply materials and personnel without checking what is actually needed.
After a major disaster, these supplies can choke the transport system with
unneeded goods while goods that are needed cannot get through. Even
in a limited crisis, time and money may be wasted sorting through, stor-
ing, and/or destroying useless donated supplies. WHO has issued guide-
lines on drug and equipment donations during disasters that have helped
improve this situation. These guidelines are available from WHO at: &
http://www.who.int/topics/disasters/en/ (accessed 07 June 2010).

Remember to quickly assess first, by the aphorism ‘don’t just do some-
thing, stand there (and assess)’. If conducting an assessment for a particular
agency, then any assessments should include coordination with local gov-
ernment, community leaders, and other assisting and coordinating orga-
nizations, such as the UN or ‘non-governmental organizations’ (NGOs).
This is necessary to determine their capacities and intentions, to avoid
duplication of efforts, and to gain their co-operation in future programmes
to address the issues that emerge.

This chapter concentrates on the initial rapid assessment as the basis
for response. More detailed assessments and response should be done
after the practitioner has been joined by persons skilled in the necessary
techniques.
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The initial rapid assessment

Assessment involves determining what is needed, and how much.
What is needed is decided by considering the principles mentioned above.
The initial rapid assessment (IRA) provides an assessment of both direct
and indirect (public health preventable) consequences of a disaster

Consider the basics required for health

Clean water and sanitation

Each person requires a minimum of 14 L/day—S3 L for drinking (more in
hot weather or with exertion), 2 L for food preparation, 5 L for personal
hygiene, and 4 L for cleaning clothes and food utensils. Drinking water
need not be pure, as long as it is reasonably clear, free of toxic substances
and faecal contamination, and has acceptable taste. Simple kits for test-
ing water quality are widely available. Where water is compromised, you
should consult with a water and sanitation engineer as soon as possible to
reconstruct damaged systems or set up temporary new ones.

Food

Food aid is most often required after disasters of human origin and when
people have been displaced from their usual food sources. After natural
disasters, crops usually remain intact and people usually do not leave the
area, so that large supplies of food are not required. An exception to this
can be in cases of flooding.

When outside supplies of food are required the major considerations
are adequate calories, adequate micronutrients, acceptability to the local
population, and ease of preparation. To survive, a population requires
an average of at least 2100 kcal/person/day. If a population is already
malnourished, or the emergency lasts months, they will require more.
Acceptability to the population refers to supplying foods that people are
familiar with and will eat. Ease of preparation is an important factor: if
foods require cooking then supplies of fuel (such as piped gas or firewood)
must be available. Alternatively, cooked meals may be provided directly
in the short term.

When food must be supplied, a nutritional survey conducted by nutri-
tional experts should be done as soon as possible to determine the cor-
rect food needs. Securing and transporting adequate supplies of food will
require the expertise of a food logistician.

Shelter and clothing

People are best housed in their own homes, except if a disaster has ren-
dered these structures unsafe. They should never be moved from their
homes just to ease provision of assistance. If shelter must be provided,
people should be housed in small groups, i.e. families or groups of families,
to reduce general crowding and exposure to disease. In cold weather,
attention to insulation and heating is necessary.

Additional clothing is rarely required as people already have clothes
appropriate to their environment and usually manage to retain sufficient
supplies. Exceptions may occur where a population is displaced from a hot
to a cold area. However, facilities for washing clothes are more frequently
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required. Estimating and supplying shelter and clothing material needs fall
under general logistics.

Health services

Adequate health care provides treatment for illness, reassurance to the
population who will feel unsafe without it, and forms the basis of the
health information system (see L Information). ‘Adequate’ means rea-
sonable access to drugs, equipment, and the infrastructure necessary to
treat possible problems, as well as trained staff skilled in treating those
problems with those facilities.

This is important in considering which, if any, outside medical staff are
required. For example, an internist accustomed to Western illnesses and
advanced diagnostic facilities is not considered appropriate for a crisis in a
tropical area with limited resources; a skilled local nurse would probably
be more useful. Good ‘access’ means that people know about the services,
that they are eligible to use them, and they do not have to travel so far,
wait so long, or pay so much as to discourage their usage. Setting up these
services requires clinical, pharmaceutical, and medical supply personnel
with emergency experience.

Medical personnel will also need to assess the potential for epidemics,
and assess the need for vaccination. Keep in mind that epidemics can-
not occur unless the causative organism is present. For example, cholera
cannot occur in a community, no matter how crowded or how poor the
sanitation, without the presence of Vibrio cholerae. Therefore, epidemic
risk assessment includes finding out about the previous disease patterns of
both the area of the disaster and the affected population.

Among disaster-affected populations exposed to exhaustion, malnutri-
tion, and crowding, vaccination for preventable diseases, such as measles,
assumes prime importance due to increased susceptibility, morbidity, and
mortality under these conditions. Measles vaccination is recommended
for children aged from 6 months to 12 years. This is particularly impor-
tant among populations for which measles vaccine coverage prior to the
disaster was low. Coverage of other routine child vaccinations should be
maintained,

For large-scale emergencies WHO provides a recommended list of
drugs and materials, including quantities, to serve 10,000 people for 3
months. These materials are available in kit forms.?

Information

This is often neglected, but is nevertheless a fundamental requirement
of the disaster response. In unaccustomed circumstances, people require
new information on how to maintain their health. They also require infor-
mation on what is happening and what is likely to happen. In the absence
of information rumour will take over, causing insecurity and mistrust of
those handling the emergency. Rumours may even force inappropriate
diversion of resources to minor or non-existent problems, to appease the
population. Therefore, a system of good communication between those
assessing the situation and in charge, and the affected population, is vital.
Any accessible means of transmitting information is appropriate, as long as
it communicates directly with the population and not through a third party,
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to avoid distortion. Collaboration with local persons in designing the mes-
sages is important to ensure a style and approach which is understandable
to the population. Methods can include radio and TV, pamphlets, posters,
advice by health workers in the clinics, and even megaphones.

Consider the current and likely health threats, given

local conditions

Current health problems

Describing population health should include measurement of crude mor-
tality rates, causes of mortality, and the nature of health problems—their
current incidence and severity (including case fatality rates) and potential
for change. Rates are important to determining disease trends in the face
of varying population size. Measuring rates requires both numerators (the
frequency of events, such as illness or death) and denominators (an esti-
mate of population size).

For the initial assessment, numerator information can be gathered by
visiting the available treatment centres, talking with staff, and reviewing
daily records of diagnoses and treatment. These records form the basis of
the HIS, which should be established as part of the initial assessment. In
most cases setting up the Health Information System (HIS) requires devel-
oping case definitions for the important health problems and establishing
treatment protocols to ensure sufficient medical supplies for treatment
and prevention. Case definitions are required because laboratory facili-
ties are usually not adequate to test all suspected cases of illness. Rather,
the (usually limited) testing facilities are used to confirm the presence of
specific illnesses among the population (particularly those with epidemic
potential, such as meningitis) by testing the first suspect cases, and to
develop case definitions for these diseases once confirmed. These case
definitions are then used to diagnose subsequent suspected cases.

If the affected population is spread over a wide are and transport is
poor, an effort should also be made to visit areas far from the treatment
centres to ask people about the problems affecting them. In these situa-
tions, rates calculated on the basis of the HIS are likely to be underesti-
mates, since many people will not attend the health centres. However, by
visiting outlying areas you should still be able to form a general idea of the
main problems and trends.

Denominators can be difficult to calculate. Although much less useful,
proportional mortality ratios can be used if the denominator cannot be
determined with any confidence. As soon as possible, resources need to
be used to disaggregate the crude mortality rates to determine infant,
under aged five, and maternal mortality rates. Disaggregating crude mor-
tality rates defines vulnerable populations and the severity of involvement
(i.e. children, women, elderly, and disabled).

All efforts should be made to identify the leaders among the population,
to meet them early on, get their impressions of the main problems, and
enlist their support for your efforts.

Another important aspect of current health and disease threat is the
health knowledge and behaviour of the population. Failure to take precau-
tions, such as washing hands, can render populations more susceptible to
illness. Such behaviours are relatively more important when one is dealing
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with overcrowding, or with a specific health crisis like a single transmissible
disease. Local knowledge and behaviour can be assessed by direct obser-
vation, and by interviews in which local people are asked how they prevent
particular illnesses of concern, such as diarrhoea. Gaps in knowledge and
behaviour form part of the information needs discussed previously.

General condition of the population

Talk with health workers and walk through the community. Observe and
talk with people. The aim is to form an overall impression of the state of
nutrition and available supplies, including clean water and food, cooking
supplies and fuel, shelter and clothing, particularly in a cold environment:
assess whether people appear to be getting enough supplies

o observe how people get water, to estimate the risk and potential for
contamination

ask how people are disposing of their faeces

estimate the adequacy of access to medical treatment, given the
distance, available transport, cost, and degree of crowding of the
clinics.

Condition of the environment

Assess the need for shelter in terms of the weather. Get a weather
report. Observe the water sources and whether the water from these
sources looks clean or turbid. Observe where people are defaecating, the
adequacy of available latrines, water drainage, and the likelihood that the
water supply and faeces will come in contact. If there is a sewerage system,
investigate whether the system has been damaged, whether it is being
attended to, and whether water treatment supplies are adequate.

If the area is known to harbour transmissible disease, then monitor for
those diseases as part of the disease surveillance system. Supplies needed
to address these illnesses must be investigated, and prepared by the
health team and logisticians. As previously noted, remember that trans-
missible agents can only occur if the agent is present in the environment.
Information on disease endemicity is usually available from local authori-
ties, and from regional health organizations like the Pan-American Health
Organization (PAHO).

Injuries and diseases augmented by crowding—such as any respiratory
or gastrointestinal infections—will be more likely where populations have
left their homes and are crowded into an unfamiliar environment.

Security issues

These may be both health problems in their own right, such as violence,
or threats that preclude access to resources and affect behaviour. For
example, people may be unable to go to a clinic or collect supplies if this
exposes them to danger. Similarly, health personnel may be unwilling to
work or unable to do their jobs. Even limited health emergencies may
engender violence, often through ill-feeling and rumour due to lack of
information. Security can be assessed by talking with local people; address-
ing these issues requires close co-operation with the police or even the
military. Having assessed what is needed, assess how much must be pro-
vided. This depends on how much is required less how much is available,
which comes down to the size of the population and local capacity.
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Size of the affected or vulnerable population

This is one of the most important pieces of information about the popu-
lation. Without this ‘denominator’ the amounts of resources required
cannot be assessed. Moreover, rates cannot be calculated, making it
impossible, in public health terms, to determine the size of a problem or
trends by prevalence or incidence.

Early in an emergency rough estimates are acceptable, and can be based
on pre-existing information, estimates of knowledgeable persons, or even,
in the case of a mass displacement of people to an open area, ‘eyeballing’
from a high piece of ground. Later more sophisticated sampling and survey
methods should be used by a demographer or epidemiologist, or even a
count if possible.

Demography of the affected population

Usually, some groups are more vulnerable to problems than others. In
a limited crisis, such as a disease outbreak, this may be because of varia-
tions in disease susceptibility—children are more susceptible to vaccine-
preventable diseases (i.e. polio, measles, HIN1). In a full-scale disaster
with crowding and limited resources, some groups are at a disadvantage in
securing their needs. This is particularly true in developing countries and
can include women, particularly if pregnant or lactating, children, especially
those without adult protectors, elderly people, and those with disabilities.
The size and location of these groups should be determined and particular
attention given to meeting their needs.

Assessing capacity
In meeting needs, the emphasis should be on reconstructing or supporting
the system that met those needs before the emergency, rather than on
creating a parallel system. Determine what that system was or is, and who
is in charge. Work with that person to identify what they need to meet the
current crisis, and try to provide it. This is particularly true after a disaster,
yet this simple principle is often ignored. Where a system has been dam-
aged, rather than simply overwhelmed, this does not mean reconstituting
it the way it was, but rather providing those elements required to meet
demand. For example, in an emergency it is not be possible to rebuild a
hospital, but tents, supplies, etc. can be provided
Compared with the creation of a new system, reconstruction:
o requires fewer outside resources
e uses locally appropriate resources and so will be sustainable
o builds local capacity to address this emergency, other problems, and
future emergencies
o provides employment
o uses people who know the local population best
e restores a sense of self-reliance.

Assessing local systems in detail requires persons skilled in that field, for
example, a sanitation engineer to assess sewerage, a health information
specialist or epidemiologist to assess a health information system. Suitable
local people with these skills are preferable to outsiders because these will
be the people who will maintain these systems in the long term.
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Surveillance

After the initial assessment, a surveillance system must be created to
monitor health trends and detect incipient epidemics. In any displaced and
crowded population, surveillance should include measles and the common
serious diseases known to occur among the population and in the geo-
graphic area. These may include important epidemic diseases like cholera
and other diarrhoeal diseases, dysentery, malaria, dengue fever, meningitis,
hepatitis, typhoid and paratyphoid, typhus, and viral encephalitis. Although
measles and other vaccine preventable diseases are on the wane in many
parts of Africa and the developing world, most countries, especially the
least developed, remain at risk for reversals when politico-military situa-
tions worsen.

Surveillance information must be provided to all involved, including
the affected population and those in charge politically. It will provide the
information to determine whether the response to the crisis is effective.
The surveillance system must be capable of rapidly investigating and either
confirming or debunking rumours.

Setting up surveillance will require consultation with the other organiza-
tions providing health assistance to agree on standard case definitions and
reporting formats. Access to a laboratory will be required to confirm diag-
noses, particularly in the early phases of an epidemic. The system should
be under the direction of an epidemiologist.

The International Health Regulations (IHR) treaty was put into effect
in 2007 following the SARS pandemic, and provides for improved sur-
veillance capacity and response assistance from neighbouring countries in
those nations with limited resources. Although much needs to be accom-
plished to improve surveillance in many regions of the world, clearly the
IHR has improved capacity to monitor and manage outbreaks.
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Logistics

For all external supplies, consider:

o where to get them in sufficient quality and quantity

e how to pay for them

o how quickly they are needed

o available transportation methods for these requirements
o how the situation is likely to change.

All these considerations will require co-operation between an experienced
logistician and local people familiar with local suppliers and markets.

Skills and knowledge

After a disaster, the following skills and knowledge are required:
rapid assessment and survey skills

clinical skills

water and sanitation

food and nutrition

logistics knowledge

familiarity with the local language, culture, environment, and affected
population

relationships with important local persons whose assistance and
support will be needed

sensitivity in dealing with the affected population

the ability to communicate ideas and problems well, and to write
coherent and clear reports

the ability to deal with the media.

Personnel

The following personnel are required:

project director

epidemiologist

logistician

local people familiar with local culture and language
water and sanitation expert

nutritionist

clinical staff familiar with likely problems and resources.
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Fallacies

In his book The public health consequences of disasters," Eric Noji describes
some of the important myths and realities about disasters collected by
the PAHO. Awareness of these myths is useful in approaching emergency
response:

Foreign medical volunteers are always needed
Any kind of international assistance is urgently required

Epidemics are inevitable after disasters

Disasters bring out the worst in people
Affected populations are too shocked and helpless to help
themselves

Disasters kill randomly

7 Locating disaster victims in temporary settlements is the best shelter

solution

8 Food aid is always required after natural disasters

9 Clothing is always needed
10 Conditions return to normal after a few weeks.

VA WN =

o

All of these myths, except 4 and 10, have been dealt with previously in this
chapter. Most workers would agree that disasters overwhelmingly bring
out the positive side of human nature, and that community spirit is usually
enhanced. Far from resolving quickly, the effects of most disasters last for
years or even decades. This is true even in developed countries, where
increased debt and interruption in economic activity can create long-term
financial burdens.

Future humanitarian crises

2008 country-specific surveillance estimates of the major causes of child
mortality reveal that 49% of deaths under age five occur in five countries:
India, Nigeria, Democratic Republic of the Congo, Pakistan, and China,
Infectious diseases caused 68% of deaths; with the largest percentage from
pneumonia, diarrhoea, and malaria.’ Yet, there is encouraging evidence of
an accelerating decline in childhood mortality in 13 regions of the world,
including sub-Saharan Africa.*

Meanwhile, the risk of asymmetrical or unconventional wars and con-
flicts, such as those seen in Iraq and Afghanistan, remains high. They char-
acteristically result in pervasive insecurity, especially for civilians and aid
workers, and in prolonged and catastrophic loss of public health protec-
tions, infrastructure and services.

More people now live in urban than in rural settings. Rapid urbanization
in many African and Asian countries has proved unsustainable. Sanitation
is being ignored and the prevalence of infectious diseases has increased,
contributing to severe health indices and large gaps between the ‘have’
and ‘have-not’ populations. Many urbanites are relegated to living in dense
disaster-prone areas (e.g. Mumbai, India, or Port au Prince, Haiti), devoid
of public health protections.
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Climate change migration from rising oceans has already taken place
in Kiribati and other Polynesian islands where public health emphasis
is on educating populations in adaptation, resilience, and the inevitable
migration planning. It is estimated that up to 75 million island refugees will
require placement and aid by 2050.

‘Emergencies of scarcity’ the term used to describe increasing areas of
the world suffering from scarcity of water, food, and energy have resulted
in unaffordable food prices and stunted growth in children in develop-
ing countries like Guatemala and in ‘land grabbing’ of arable lands in
fragile poverty-stricken countries (i.e. Madagascar) by rich food import-
dependent countries. Eighty per cent of the wars during the last 3 decades
occurred in 23 of the 34 most biodiverse areas of the world, where many
highly sensitive sustainable vascular plants and vertebrae are being threat-
ened. Many biodiverse areas have not recovered.

These and other public health crises threaten to dominate humanitarian
requirements in the coming decades.® The aforementioned principles of
assessment and response are critical as well, although ensuring popula-
tion-based public health protections will be more challenging to human-
itarian practice.

Conclusion

As a public health professional or team there is much you can do to help
in a disaster. Effective disaster and crisis response is predicated on rapid
assessment of the situation prior to initiating a response and on focusing
on the public health principles outlined in this chapter.

Further resources

Hanquet G. (ed.) (1997) Refugee health: an approach to emergency situations. Macmillan/Medecins
Sans Frontieres, London.

Heymann DL. (ed.) (2005). Control of communicable diseases manual. American Public Health
Association, Washington, DC.

Office for Foreign Disaster Assistance. (2006). Field operations guide. Available at: & http://www.
usaid.gov/our_work/humanitarian_assistance/disaster_assistance/resources/pdf/fog_v4.pdf
(accessed 30 January 2006).

Perrin P. (1966). War and public health. International Committee of the Red Cross, Geneva.
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3.6 Assuring screening
programmes

Angela Raffle, Alex Barratt, and
J. A. Muir Gray

All screening programmes do harm, some do good as well.
UK National Screening Committee

Objectives

After reading this chapter, you will:

o understand why screening needs a programme not just a test

o recognize the biases that limit the validity of observational evidence

o be clearer about the public health tasks in screening

o understand that values and beliefs shape screening policy as much as
evidence.

What screening is and is not:
definitions

Screening is testing people who do not suspect they have a problem. It

is done:

o to reduce risk of future ill health (e.g. screen for raised blood pressure,
intervene with drugs, reduce risk of stroke)

o to give information (e.g. screen pregnant woman, identify unborn baby
has Down'’s syndrome, couple keeps baby, but is forewarned).

Tests or inquiries once disease is symptomatic are not screening. They are
for prompt recognition or for clinical management.

Screening involves a system not just a test

There are two ways of looking at a screening system. You can:

o Consider everything that must be in place to deliver a service. This
helps you ensure that high quality programmes are delivered to your
population. The elements include:

* aregister for issuing invitations and reminders
* asystem for checking that follow-up steps happen

screening tests

investigations

interventions

information and support for participants

staff training

policy making
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e co-ordination locally and nationally
e setting standards and ensuring they are met
e commissioning research to improve screening

o Consider the basics steps that a participant goes through. This looks
like a flow diagram (see Figure 3.6.1); it helps with understanding what
screening does.

Whole population

develop
disease

screenlng phase
test result % uncertain
negative @ test result

test result POSItIVe

develop
disease sort dlagnostlc phase
diagnostic
results @ %
negative % uncertain
results
abnormal
findings
develop
disease intervene

outcome better
because of early
detection
outcome good
but early
detection made
no difference
condition would
have no impact,
intervention was
unnecessary
outcome poor
and early
detection made
no difference

some suffer complications/side
effects

Figure 3.6.1 The screening process.
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What screening does

You need to know the range, and likelihood, of different consequences in
order to make decisions about policy. Individuals need this information so
they can decide whether to participate. Whether a consequence is judged
‘good’ or ‘bad’ varies from person to person. Figure 3.6.1 can help you
map the consequences.

The screening test is not a diagnostic test. It is only like a sieve. It sorts
large numbers of low risk people, into a group at higher risk who then go
on to a diagnostic phase, and those at lower risk (but not no risk).

The main consequences, using breast screening as an example, are listed
below. The individual may:

o be reassured at the time of screening and not get the disease, i.e. have

a negative result and not develop breast cancer
o be reassured, but get the disease, i.e. have a negative result but
subsequently be diagnosed with breast cancer
have a life-impacting disease averted, i.e. screen-detected breast cancer
whose treatment prevents breast cancer death
have an intervention but develop life-impacting disease, i.e. screen-
detected breast cancer, but still die of breast cancer despite
intervention
have a potentially harmful intervention for a symptomless
phenomenon i.e. screen-detected ductal carcinoma in situ (DCIS) that
would have caused no problem
have an intervention, but with no extra benefit, with an equally good
prognosis if diagnosed symptomatically, i.e. screen-detected low grade
breast cancer, or DCIS, that would have been curable on symptomatic
presentation
have an abnormality of uncertain significance detected, leading to
follow-up, surveillance, possible intervention, and uncertain benefit, i.e.
mammographic changes leading to annual repeat mammography.

Who is helped and who is harmed?

As a public health practitioner you will see that the people genuinely
helped are those who, as a direct result of screen-detection, avoid death
or serious disease. The perception of most participants and clinicians can
be very different. Almost everyone with a screen-detected abnormality
feels thankful, and some clinicians believe they have cured all the people
detected. This is the popularity paradox. Over-detection is a major screen-
ing-related harm, yet it contributes to the popularity of screening through
the illusion that large numbers of people are helped. A nurse in the UK
cervical screening programme will see over 150 women with screen-
detected abnormality, for each one who has serious disease prevented.'
For 10,000 men age 50, the number who would die of prostate cancer is
30, yet 4200 of them will have histologically-confirmed prostate cancer if
screened,” which leads to substantial harm from treatment-related deaths
and side-effects, such as incontinence and impotence.
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Balancing harm, benefit, and affordability

There is always a trade-off between benefit, harm, and affordability.
The numbers flowing into different parts of the system are influenced by:
the acceptability and accessibility of screening, e.g. convenience,
publicity, information, frequency of testing

the definition of the eligible group, e.g. age range

changing the numbers of people with positive screening results, e.g.

by more tests, by double or treble reading, or by changing the cut-off
between positive and negative

changing the number of people diagnosed with the disease, e.g.
multiple investigations or changing the cut-off used to distinguish
people with the disease from those without it.

Measuring the impact of screening

Observational evidence can be highly misleading because of biases that
make outcome in screened people look good even if screening makes no
difference.

Three key biases in screening

o The healthy screening effect: people who come for screening tend to be
healthier than those who do not.

o Length time bias: screening is best at picking up long-lasting, slow-
growing disease. This pulls good-prognosis cases into the observed
group, whereas rapidly progressive, and therefore poor-prognosis
cases, are less likely to be picked up.

o Lead time bias: the apparent survival time for people with screen-
detected disease is longer simply because they are detected at an
earlier point in the course of the disease.

Three sources of evidence for evaluating screening in the population
Measures of test performance tell you little about the impact on health of
the whole programme so do not count as evidence.

o Randomized controlled trials (RCTs): people are recruited, then
randomly assigned to receive screening or usual care. RCTs need to
be large and last a long time, but are less expensive than allowing
unevaluated screening to develop haphazardly. They are the only
reliable source of evidence of benefit and harm.

Time trend studies: these involve observation of trends in incidence
and deaths once screening is in place. They are useful if properly
conducted, and comparison with countries or regions without
screening can help.

Case control studies: these compare past screening in people with the
disease, or who have died from the disease, and controls. Even with
matching and validation of screening history they still consistently
overestimate the effect of screening® because of confounding .

If more than one study of a particular method has been done, a systematic
review of all the evidence should be prepared.
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Two additional sources of information about screening

in the population

Modelling studies

These make theoretical predictions about screening outcomes and exam-
ine the effect of varying frequency, age range, intervention threshold, etc.
They are strongest if based on RCT evidence.

Pilot or demonstration projects
These can solve practical issues. They are not reliable for assessing benefit
and harm.

Presenting information about benefits and harms

Concern about uptake rates has meant that benefits of screening have
been emphasized more than harms. This slanted approach disregards the
rights of autonomous adults to reach informed decisions and is no lon-
ger considered appropriate or ethical. Policy in the UK and elsewhere
now requires that balanced information be available to people considering
screening. Decision aids for presenting such information are starting to
be developed.*

Practical tasks: implementing
screening programmes

Starting a programme from scratch

It helps if you have:

o an agreed national policy and roll-out plan

o ring-fenced resources which can be spent only on screening
o training centres and demonstration sites

e consumer involvement

o reliable information technology.

Some of your challenges locally are:

o Agreeing the boundary of the local programme: administrative and
provider catchments seldom match

o Getting co-operation from all organizations with a part to play.

o Communicating understanding of the programme: to staff, participants
and public.

Sorting out a mess

Haphazard testing often starts ahead of national policy. Converting this

to a quality assured equitable screening programme is difficult, but can be

done. Major problems are:

o there is inconsistent training and practice but everyone thinks their
way is right

e commercial, private practice, and research vested interests abound

® meeting resistance when you change from intense screening for a few,
to less intense for all.
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Carrying on screening

Once a programme is up and running, things will go wrong unless you

keep an eye on it. Make sure there is:

o a nominated public health lead who knows the key players and
understands the performance data

o a co-ordinating group meeting 1-3 times a year

o an annual report including a forward plan

o regular training/updating for all staff.

Quality assurance

Achieving quality depends on:

o system design and resources, e.g. staff training

e monitoring and readjustment, e.g. region-wide collation of annual
performance data.

Box 3.6.1 illustrates an example of a quality assurance standard, taken
from the programme to reduce risk of sight-threatening retinopathy in
people with insulin dependent diabetes:*

Box 3.6.1 Example of a quality standard

o Objective: to take retinal photographs that are of adequate quality

o Criteria: percentage of patients whose photographs are ungradeable
for at least one eye, excluding eyes with cataracts

o Minimum standard (all programmes must meet): less than or equal
to 5%

o Achievable standard (current top quartile): less than or equal to 3%.

Quality is not solely about effectiveness. The seven components in
Donabedian’s definition of quality® include optimality and equity. Exclusive
pursuit of effectiveness increases resource use irrespective of opportunity
cost.

Practical tasks: controlling unwanted
screening

You need to be able to stop unwanted screening in order to protect your

public from diversion of resources and direct harm.
Unwanted screening arises because:

o New screening self-starts irrespective of evidence: drivers include
market forces, consumer pressure, clinician enthusiasm, and media
pressure, including celebrity endorsement, with usually a complex and
manipulative inter-relationship between them

o Within existing programmes there is pressure to intensify irrespective
of marginal cost-benefit. This is a response to inherent limitations
(undetectable cases, cases outside the eligible group).
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Key steps in controlling unwanted screening are:

o Understand why people want the screening: go and meet with and listen
to clinicians, pressure groups, campaigning journalists.

Explicitly acknowledge the reasons why people want it: don’t dismiss
concerns or belittle their interpretation of evidence.

Assemble and communicate evidence and information about the
consequences the screening would really have, and about alternative
ways of addressing the problem.

Carefully introduce specific enforcement measures: for publicly-funded
programmes this could include declining requests for unscheduled
tests.

Regulate the advertising of tests so that consumers are guaranteed

to receive balanced, accurate, and evidence-based information about
benefits, harms, quality and price for the tests they are being offered.”

Screening and the law

Out of court settlements are commonplace. In rare cases that have been

defended, some judgements have related to standards you would expect

from diagnosis, not screening. Judges are influenced by the fact that an

expert witness finds abnormality in the test the screener judged normal.

This ignores:

o Outcome bias: the witness knows the outcome for the subject, the
screener does not

o Context bias: the witness is an experienced doctor and has days to look
at the sample, the screener is competent only at screening and has a
few minutes.

Equipped with careful preparation and an expert lawyer who understands
screening it is possible to successfully defend a service that meets recog-
nized standards. We think it vital that Health Departments enable this to
happen more.

Making screening policy

Who makes policy decisions about screening

Generally decisions are regional or national. They may relate to:

o state-funded provision of quality assured national programmes (as in
the UK)

e state reimbursement for approved screening, with provision by both
public and private providers (as in Australia)

e recommendations to consumers, who decide if they can afford a health
policy that includes the screening (as in the USA).
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What factors influence screening policy

In theory you base your policy on evidence and resources. In practice,
values and beliefs have a profound influence. Box 3.6.2 illustrates the case
of mammography recommendations in the USA.

Box 3.6.2 Case study: mammography recommendations
in USA

When the USA National Institutes of Health recommended in January

1997 that evidence was insufficient to recommend screening mammog-

raphy for all women in their forties, the response was dramatic.

o At the news conference the Panel was accused of condemning
American women to death.

e The Panel’s chairman was summoned to a Senate Sub-Committee.

e The Senate voted 98 to 0 in favour of supporting mammography for
this age group.

e The head of the NIH said he was shocked by the report and asked
for the evidence to be looked at again.

By March 1997 the Panel had changed its recommendation and advised

that women in their forties should get a screening mammogram every

1-2 years.

The New England Journal of Medicine published a review article®
lamenting the lack of logic. However, what the Senate was articulat-
ing were the values of American society. If mammography offers any
potential for health gain how dare anyone recommend that the individ-
ual should not have it?

Many other societies take a collectivist approach and ‘take it as read’
that the rights of an individual to have any intervention that could be
beneficial has to be balanced with the needs of others who require a
share of the health care resource.

The public health role is to present information for decision-making as
clearly as we can, but the wise politician, who needs to survive the next
election, may take a decision that matches public values and beliefs. In
the UK, for example, we have an evidence-based national decision against
introducing a prostate cancer screening programme, but the NHS pro-
vides prostate-specific antigen (PSA) testing for individual men. The strong
belief in PSA testing among public and politicians made it politically unac-
ceptable to have an outright embargo.

The last word

Screening, like most other public health services, is at best a zero gratitude
business.
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3.7 Genetics

Alison Stewart and Hilary Burton

Objectives

After studying this chapter you should:

o appreciate that genes are important determinants of health and that
almost all disease results from the combined effects of genetic and
environmental factors

be aware that new knowledge about the relationships between genetic
variants and disease is changing aspects of disease management and
prevention

understand the use of genetics in screening programmes and other
disease prevention strategies

be able to use a knowledge of genetics within routine public health
practice, for example in health needs assessment, health technology
assessment, service review and evaluation

be aware of the debate on the ethical, legal and social issues
surrounding the use of genetic information in public health and
healthcare

be aware of the potential impact of new technologies that enable
rapid and inexpensive sequencing of whole genomes and of the need
for critical, evidence-based assessment of new genomic tests and
interventions

Introduction

Almost all human variation and disease processes are determined both
by environmental and by genetic factors. Traditionally, public health has
focused on the environmental determinants of health. Although this focus
remains valid, new knowledge about the relationships between genetic
variation and disease is leading to opportunities for both disease manage-
ment and prevention. Public health practitioners need a basic understand-
ing of developments in genetic and genomic science, and to be aware of
the implications for their practice.
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Genetics: the basics

Genetic variation exists in all populations. This variation arises from
changes in the DNA sequences of genes. Rare genetic variants are usually
known as mutations and are generally harmful. More common variants,
known as polymorphisms, tend to have more subtle effects on func-
tion. Each individual has two copies of every gene; one copy is inherited
from each parent. The two copies, known as alleles, may be identical in
sequence or may differ from each other.

Many genetic variants relevant for clinical disease have been identified in
almost every sphere of medicine and the pace of discovery is accelerating.
Genetic variation also affects responses to pharmaceutical agents, diet,
and environmental exposures such as smoking.

The frequencies of specific genetic mutations and polymorphisms vary
in different populations. For example, genetic mutations causing sickle cell
disease are much more frequent in Afro-Caribbean populations than in
northern European populations.

Although the nature of the interaction between genes and environment
ranges over a wide spectrum, three main categories can be distinguished,
as follows (for examples, see Box 3.7.1).

Box 3.7.1 Relationships between genes and disease

Examples of genetic diseases

o Duchenne muscular dystrophy
o Cystic fibrosis

o Adult polycystic kidney disease
o Phenylketonuria

o Sickle cell disease

o Neurofibromatosis

Examples of rare genetic subtypes of common complex diseases
Familial hypercholesterolaemia (atherosclerosis)

BRCA1 and BRCA2 in breast cancer

Hereditary non-polyposis colorectal cancer (HNPCC)

PSEN1 and PSEN2 in Alzheimer disease

Maturity onset diabetes of the young

Examples of polymorphisms associated with common complex
disorders

o ACE gene, DD polymorphism (myocardial infarction)

o Factor 5 Leiden (preeclampsia)

o TCF7L2 gene, IVS3C>T polymorphism (Type 2 diabetes).
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Conditions where a mutation(s) in a single gene diagnoses
or strongly predicts disease development

Dominant conditions (for example, neurofibromatosis type 1) occur if one
allele is mutated, whereas recessive conditions (for example cystic fibro-
sis) arise only if both alleles are mutant. These diseases, conventionally
referred to as genetic diseases, can be transmitted from generation to
generation according to recognizable patterns of inheritance or may arise
sporadically as a result of a mutation in one of the gametes (sperm or egg)
that gave rise to the affected individual.

Genetic diseases are often characterized by high penetrance: that is,
there is a high probability that an individual who carries a mutation will
develop the disease, though symptoms and severity may vary. Genetic dis-
eases are usually rare, but collectively contribute significantly to mortality
and morbidity within the population. Many thousands of mutations causing
genetic disease have now been identified. Note also that some genetic
diseases are caused not by mutations in single genes but by deletions,
duplications or rearrangements of whole chromosomes or large sections
of chromosomes. An example is Down syndrome, caused by an extra
copy of chromosome 21.

Rare, highly penetrant genetic subsets of common

complex diseases

For example, coronary heart disease, cancers, and diabetes. Such single-
gene subsets of common disease typically account for up to 5% of the total
burden of the disease in a population.

The bulk of common complex disorders

This is where the presence of a polymorphism in a particular gene may
increase the risk of the condition, but is not strongly predictive. Whether
the disease actually develops or not depends on the consequence of inter-
actions with other genes and with environmental factors. Polymorphisms
associated with common diseases are being identified by large case-
control studies known as genome-wide association studies.

At present most public health applications of genetics are concerned with
the management or prevention of genetic diseases or the rare genetic
subtypes of common disease.

What is a genetic test?

Most clinical applications of genetics involve the use of genetic tests.
There is much confusion about what the term means. There are two main
usages:

o A test for a genetic disease: when used in this way, a ‘genetic test’ may
mean any type of test—DNA-based, biochemical, radiological, etc.—
that can be used to diagnose or predict the disease. For example,
sickle cell disease is typically diagnosed by biochemical analysis of
haemoglobin variants.

o A test of the genetic material (usually DNA).
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It is important to understand that the implications of a test result depend
on its diagnostic or predictive power, not on what material is being tested.
Any sort of test for a genetic disease is usually strongly predictive or diag-
nostic for the disease. However, the predictive power of DNA tests varies
widely: a test for the mutation that causes Huntington disease has a very
high predictive power, but the predictive power of a test for a common
DNA polymorphism associated with coronary heart disease is likely to
be no higher—and may be lower—than a test for, say, blood lipid levels.
Weakly predictive DNA tests are sometimes called susceptibility or pre-
disposition tests, to indicate their lower predictive power.

At present, most DNA tests that are used in a clinical context are tests
for genetic diseases (that is, single-gene or chromosomal disorders). They
are typically carried out by specialized clinical laboratories. Test interpre-
tation can be very complex, requiring the skills and experience of both
laboratory scientists and clinical geneticists.

You should be aware of the importance of thorough evaluation of any
genetic tests (DNA based or otherwise) that are used in clinical prac-
tice.1 A framework for evaluation of genetic tests has been developed: the
ACCE framework (Box 3.7.2). Increasingly, public health skills are required
both for test evaluation and in the assessment of new genetic technologies
(for a case study, see Box 3.7.3).

Box 3.7.2 The ACCE framework for evaluation of genetic
tests

The ACCE framework? comprises assessment of a test’s:

o Analytical validity: the accuracy with which it measures or detects the
analyte (for example, a specific DNA variant(s)).

Clinical validity: its ability to diagnose or predict a specific disease
Clinical utility: the likelihood that its use will lead to an improved
health outcome

Ethical, legal and social implications: its impact on, for example,
psychosocial well-being or the potential for stigmatization or
discrimination. (Some commentators suggest that ethical, legal and
social implications should be thought of as an aspect of clinical utility).

Box 3.7.3 Cell-free foetal DNA

Cell-free nucleic acids (both DNA and RNA) originating from the foetus
are present in the maternal blood from early pregnancy and are a poten-
tial source of genetic information about the unborn baby. Analysis of
cell-free foetal DNA can be used for foetal sex determination (import-
ant for sex-linked conditions), assessment of foetal Rh blood group sta-
tus, antenatal diagnosis of certain genetic diseases and, potentially in the
future, identification of chromosomal abnormalities such as Down syn-
drome. It is vital that the use of this technology is meticulously evaluated
against current testing that involves more invasive methods (amniocen-
tesis or chorionic villus sampling of fetal tissue), particularly with regard
to test performance, clinical utility and wider ethical issues such as the
possible use of sex determination for non-medical reasons.
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Genetics and disease prevention

There are applications of genetics in disease prevention at all stages of
life. The ethical implications of each type of preventive strategy must be
carefully considered.

Antenatal and preconception genetic screening

You should be aware of the distinction between genetic testing and genetic
screening. If a couple know they are at risk of conceiving a child affected by
a specific genetic disease (usually because of a family history of the disease,
or the previous birth of an affected child) they may choose to undertake
antenatal genetic testing within the context of specialist genetic services.
If the foetus is affected the couple may, if they wish, decide to termi-
nate the pregnancy. For some conditions the option of pre-implantation
genetic diagnosis may be available. This procedure involves the use of in
vitro fertilization to create embryos. One or two cells from each embryo
are tested to see if the embryo is affected by the disease; only unaffected
embryos are used to establish a pregnancy. Here, there will generally be
no public health involvement unless there are issues of prioritization or
resource allocation.

In contrast, programmes of antenatal genetic screening operate at the
population level; those who are offered screening have no individual
increased risk. An antenatal genetic screening programme may be consid-
ered if a serious genetic disease occurs at an appreciable frequency in a
particular population or subpopulation. The aim is to make it possible for
couples to avoid the birth of an affected child, should they wish to do so.
Examples include sickle cell disease in populations of Afro-Caribbean ori-
gin, and beta-thalassaemia in Asian and some Mediterranean populations.
Most programmes involve an initial screening test to identify individuals or
couples at increased risk.* At-risk couples are then offered definitive diag-
nostic testing of the foetus. It is essential that couples taking up an offer of
screening do so voluntarily and without coercion.

In some communities screening may be offered before conception to
identify carriers of recessive disorders and provide advice on how to avoid
the subsequent birth of an affected child. One example of such preconcep-
tion screening is carrier testing for Tay Sachs disease and a small panel of
other conditions in communities of Ashkenazi Jewish origin, where carrier
frequencies for these conditions are elevated. There are examples of such
programmes in Canada, the US and Australia.

The basic public health principles that apply to all screening programmes
(for example, definition of the target population group; evaluation of the
screening and diagnostic tests; ensuring autonomous informed choice)
also apply to antenatal genetic screening. As a public health practitioner
involved in setting up, supervising or auditing a genetic screening pro-
gramme you should be aware of additional criteria that are relevant to
screening for genetic conditions (Box 3.7.4).
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Box 3.7.4 Extra issues in screening for genetic conditions

e Where a specific ethnic group is targeted, the programme must be
sensitive to the cultural and ethical norms of the population and to
the dangers of stigmatization.

For those undergoing diagnostic testing, professional genetic
counseling is generally required.

If antenatal screening for a recessive condition also identifies
unaffected carriers of the condition, policies must be in place for
deciding whether and when the child should be informed of their
carrier status.

The implications for other family members (including future siblings)
must be considered.

Staff involved in implementing the programme must be adequately
trained and supported and must be aware of the ethical implications
of handling genetic information.

Newborn screening

Morbidity from some genetic conditions can be prevented, or the con-
dition more effectively treated, if diagnosed very early in life. Examples
include cystic fibrosis, sickle cell disease, and genetic metabolic disorders
such as phenylketonuria (PKU) and medium chain acylCoA dehydroge-
nase deficiency (MCADD). Many countries in the developed world have
set up newborn screening programmes to identify affected infants and
institute preventive management strategies (Box 3.7.5).*

Box 3.7.5 Newborn screening

Tandem mass spectrometry has been introduced in many countries to
screen for inherited metabolic conditions. PKU and MCADD have com-
monly been the initial targets for screening, but the technology poten-
tially allows a further 50 or so conditions to be added to the panel
at marginal cost. Public health specialists involved in decision making
face particular difficulties related to the rarity and genetic heterogeneity

(variability) of these conditions.

o What public health priority should be given to screening for
extremely rare conditions (birth prevalence commonly between 1 in
100,000 and 1 in 400,000), which collectively cause appreciable infant
and child mortality and disability, and which can be ameliorated by
early diagnosis and treatment?

e How can robust evidence on effectiveness be obtained? For

example, without screening, diagnosis is difficult. Milder cases or

cases that present as catastrophic metabolic crisis (and commonly
death) are likely to be missed. This causes biases in research that
attempts to compare outcome in screen-detected versus clinically
diagnosed cases.

How should test cut-offs be set to optimize the balance between

sensitivity (not missing cases) and specificity (not raising anxiety for

parents and creating extra laboratory and clinical work by identifying
many false positives)?
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Predictive testing
Although many genetic conditions are manifest at birth or in early child-
hood, some have a later age of onset, during adolescence, early adulthood
or middle age. In some cases, a predictive or presymptomatic genetic test
may indicate whether an at-risk individual has inherited a disease-caus-
ing mutation, and prophylactic interventions may be offered. Predictive
testing can make an important contribution to disease prevention in the
case of single-gene subtypes of common disease. This is area in which
genetics is beginning to be incorporated into mainstream medical practice
(Table 3.7.1). The involvement of the extended family is crucial in the
investigation, diagnosis and management of these conditions.

As a public health practitioner you may be involved in aspects such as:
o Needs assessment: including epidemiological work to define the
incidence and prevalence of the genetic condition, estimates of its
penetrance, and expected and actual numbers of cases presenting to
health services (for a case study, see Box 3.7.6).
Quantification of risk: including both relative risk and absolute risk over
a defined time period.
o Advising on measures to identify affected individuals and families:
possibilities include systematic population-level screening programmes
or, more often, targeted family-based approaches based on known
individuals with disease. This method is known as cascade testing.
Evaluation and critical comparison of DNA-based and phenotypic
diagnostic tests
Assessment of the role of specialist genetic services: which work alongside
other clinicians in diagnosis and management of the condition. Here,
it is important that you appreciate that the geneticist will focus on the
family as the unit of care, rather than the individual.
o Assessment of the risks and benefits of the available interventions
and the way management might vary if, as is usually the case, many
different mutations can cause the same or a similar clinical condition.
Where public health has a role in the commissioning and organization
of services, advising on optimal service size, configuration, staffing,
professional competences and training, quality criteria and audit.

Table 3.7.1 Examples of intervention strategies for prevention or
reducing mortality in some genetic subtypes of common disease

Condition Preventive strategy

Highly penetrant subsets of breast Mammography or MRI, chemo-

cancer (BRCA1 and BRCA?2), and prophylaxis or mastectomy for

colorectal cancer (HNPCC) breast cancer; colonoscopy for
colorectal cancer

Sudden cardiac death in arrhythmia Beta blockers, calcium channel

syndromes such as long QT blockers or implantable

syndrome cardioverter defibrillators

Coronary heart disease in familial Statin drugs

hypercholesterolaemia
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Susceptibility testing
Much current research in genetics and genomics is aimed at identifying
polymorphisms associated with common, complex disease. It has been
suggested that genetic susceptibility tests may help refine disease risk esti-
mates and enable preventive interventions to be targeted more effectively.
Although some validated gene-disease associations are known, you should
be aware that susceptibility tests based on these associations have not so
far led to clinical applications.®
Factors relevant to the debate on susceptibility testing include:
o Tests based on single common polymorphisms will generally have very
low predictive value
o The penetrance and population prevalence of polymorphisms affecting
risk will together determine their population attributable fraction, an
indicator of their contribution to the burden of disease
Interactions between genetic polymorphisms and environmental
factors (meaning that some genetic variants may only increase or
decrease disease risk in the presence of specific environmental factors)
are difficult to study and far from being understood
Rather than providing precise estimates of individual risk, DNA-based
susceptibility tests may prove useful to stratify a population into
broad risk groups for whom appropriate surveillance or preventive
interventions may be devised. For example, it has been suggested that
in the future breast screening may be targeted to women identified as
at greater risk on the basis of genetic susceptibility®
Ongoing research may lead to improved clinical utility for genetic
susceptibility tests; public health practitioners should maintain a
watching brief on developments in the science.

In the meantime, it has been suggested that family history, which reflects
both shared genetic factors and shared environmental and behavioural
factors, might be useful as a public health tool in disease prevention and
health promotion. Its utility for this purpose requires careful evaluation.’

Box 3.7.6 Needs-based services for people with inherited
cardiovascular conditions: a case study

o Background: advances in scientific and clinical understanding of
inherited cardiovascular conditions (ICCs) and the development

of genetic tests mean that individuals with these conditions can

now be identified and treatments provided to prevent morbidity
and sudden cardiac death. Conditions include long QT syndrome,
hypertrophic cardiomyopathy, and Marfan syndrome. The aim of the
study was to assess needs for specialist ICC services across the UK,
define the current service provision and make recommendations for
development.®

Method: the needs assessment was undertaken by a multi-disciplinary
working group that included cardiological and genetic expertise,
patient groups, commissioners and others. Work included a review
of epidemiological literature, clinical management and evidence.
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of effectiveness, focus groups to obtain the patients’ perspective
and use of case histories to develop expert consensus on the
components of a specialist service. A questionnaire survey of all 19
services in the UK was used to obtain information on structure and
activities of these services.

Results: key findings were:

* the prevalence of these conditions in the UK may be around
200,000 (based on UK population of 61 million);

services lack capacity to meet current or likely future needs and
are uneven in quality and quantity;

the estimated current unmet need is at least 7,000 new patients
per year;

systems to identify at-risk individuals and families are not optimal;
the availability and use of genetic testing (both for diagnosis and
to guide management) is highly unequal across the country.
Outcome: the needs assessment led to national recommendations
that ICC services should be developed through specialized
commissioning and the development of a commissioning framework
setting out service components and indicative capacity required. A
professional group was set up to lead on supporting issues such as
development of protocols and guidelines and professional education.

Ethical, legal, and social considerations

Like all aspects of medical and public health practice, the use of genetics in

disease management and prevention has ethical implications. You should,

however, beware of genetic exceptionalism—the belief that genetic infor-

mation necessarily entails problems that are unique and more serious than

those associated with other types of medical information.
You should bear in mind that:

o genetic information, like all medical information, must be kept
confidential

o the most important criterion for assessing the personal sensitivity of
genetic information is its predictive value

o generally, genetic information is only strongly predictive when it relates
to highly penetrant genetic diseases

o information relating to genetic diseases has implications for other
family members, who may also carry the disease-causing mutation

o information about polymorphisms associated with common disease
does not generally have significant implications for family members.

It is important also to be aware that the relationship between genetics and
public health is a highly sensitive one. In the past, there have been attempts
to use coercive programmes to attempt to ‘improve’ the genetic fitness
of populations. These eugenics programmes were both morally repug-
nant and scientifically flawed. Their legacy has been a widespread fear of
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genetics throughout society that can only be counteracted by careful safe-
guards and education to promote public knowledge and confidence.

The future

Genetics will make an increasing impact on all areas of medicine. New
technologies that enable rapid and inexpensive sequencing of whole
genomes promise to improve the ability to identify the genetic mutations
responsible for single gene diseases and may have applications in areas
such as carrier screening, oncology, and pharmacogenetics. Some com-
mentators predict that whole-genome sequencing will make susceptibil-
ity testing (based on a range of both genetic and environmental factors)
a clinical reality. You should be wary of unjustified ‘hype’, but alert to
developments that offer clear, evidence-based benefits. An important ele-
ment of such evidence will be a better understanding of the relationship
between genetic risk information and health-related behaviour.

As gene—environment interactions become better understood, there
may be implications for nutrition, infectious disease control, and dealing
with the effects of exposure to environmental toxins and pollutants.

Advances in understanding the genetics of non-human organisms also
offer opportunities for improved health. For example, rapid genetic char-
acterization of new pathogenic viruses, such as avian or swine flu, provides
information that can be used for timely development of diagnostics and
vaccines.’

Public health practitioners have a responsibility to ensure that genome-
based tests and interventions are evidence-based and ethically applied to
benefit the health of individuals and populations. The discipline of public
health genomics promotes this aim."

Further resources

Foundation for Genomics and Population Health, Cambridge UK. Available at: 2 www.phgfoundation.
org

GraPH-Int, International Network for Public Health Genomics. Available at: & http://www.
phgen-meeting.eu/programme/graph-int (accessed 31 May 2012)

HuGENet, the human genome epidemiology network, established by the US National Office of
Public Health Genomics to help translate genetic research findings into opportunities for pre-
ventive medicine and public health by advancing the synthesis, interpretation, and dissemination
of population-based data on human genetic variation in health and disease. Available at:
www.cdc.gov/genomics/hugenet/default.htm

HumGen resource on ethical, legal and social implications of genetics. Available at: & www.
humgen.org/int/

National Office of Public Health Genomics at the US Centers for Disease Control and Prevention.
Available at: & www.cdc.gov/genomics/
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